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1. Introduction and scope

Hydrologic models, no matter how sophisticated and spatially explicit, aggregate at some level of detail complex, spatially distributed vegetation and subsurface properties into much simpler homogeneous storages with transfer functions that describe the flow of water within and between these different compartments. These conceptual storages correspond to physically identifiable control volumes in real space, even though the boundaries of these control volumes are generally not known. A consequence of this aggregation process is that most of the parameters in these models control volumes in real space, even though the boundaries of these control volumes are generally not known. A consequence of this aggregation process is that most of the parameters in these models are behaviorally consistent with the observations, but we cannot infer them from direct observation in the field, but can only be meaningfully derived by calibration against an input–output record of the catchment response. In this process the parameters are adjusted in such a way that the model approximates as closely and consistently as possible the response of the catchment. In this process the parameters are adjusted in such a way that the model approximates as closely and consistently as possible the response of the catchment.

During the past decades much progress has been made in the development of computer based methods for parameter and predictive uncertainty estimation of hydrologic models. The goal of this paper is two-fold. As part of this special anniversary issue we first shortly review the most important historical developments in hydrologic model calibration and uncertainty analysis that has led to current perspectives. Then, we introduce theory, concepts and simulation results of a novel data assimilation scheme for joint inference of model parameters and state variables. This Particle-DREAM method combines the strengths of sequential Monte Carlo sampling and Markov chain Monte Carlo simulation and is especially designed for treatment of forcing, parameter, model structural and calibration data error. Two different variants of Particle-DREAM are presented to satisfy assumptions regarding the temporal behavior of the model parameters. Simulation results using a 40-dimensional atmospheric “toy” model, the Lorenz attractor and a rainfall–runoff model show that Particle-DREAM, P-DREAM\(_{VP}\) and P-DREAM\(_{IP}\) require far fewer particles than current state-of-the-art filters to closely track the evolving target distribution of interest, and provide important insights into the information content of discharge data and non-stationarity of model parameters. Our development follows formal Bayes, yet Particle-DREAM and its variants readily accommodate hydrologic signatures, informal likelihood functions or other (in)sufficient statistics if those better represent the salient features of the calibration data and simulation model used.
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Fig. 1 provides a schematic overview of the resulting model calibration problem. In this plot, the symbol \(\oplus\) represents the observation process that provides \(n\) measurements of forcing, \(u_{t,n} = \{u_t; t = 1, \ldots, n\}\) (observed input) and output \(y_{t,n} = \{y_t; t = 1, \ldots, n\}\) (observed response). These measurements may deviate significantly from their actual values due to measurement error and uncertainty. The square box represents the conceptual model with functional shape \(f(\cdot)\) which is only an approximation of the underlying system (the curly box) it is trying to represent. The label output on the y-axis of the plot on the right hand side can represent any time series of data; in this paper we consider it to be the streamflow data and simulate the model output (simulated response) and \(\hat{y}_{t,n} = \{\hat{y}_t; t = 1, \ldots, n\}\) for the measurements (observed response).

The predictions of the model, \(y_{t,n}\) (indicated with the gray line) are behaviorally consistent with the observations, \(\hat{y}_{t,n}\) (dotted line),
but demonstrate a significant bias towards lower streamflow values. A better compliance between model and data can be achieved by tuning the model parameters. If we write the dynamic nonlinear watershed model in a state-space formulation, the model calibration problem considered herein (Fig. 1) can be expressed as follows:

\[
\mathbf{x}_{t+1} = f(\mathbf{x}_t, \theta, \mathbf{u}_t) + \omega_t,
\]

where \( f(\cdot) \) is the (nonlinear) model operator expressing the watershed transition in response to forcing \( \mathbf{u}_t \) (rainfall, and potential evapotranspiration), model parameters, \( \theta \) and state variables, \( \mathbf{x}_t \). The variable \( \omega_t \) represents errors in the model formulation, but is completely neglected in classical model calibration studies. In the remainder of this paper, we assume that the parameter space is bounded, \( \theta \in \mathbb{R}^d \) and that the state space, \( \Omega \) is of dimension \( \mathbf{x}_t \in \Omega \in \mathbb{R}^n \). Examples of system states within the context of watershed modeling include but are not limited to (spatially distributed) measurements of soil moisture content, pressure head, and groundwater table depth.

The measurement operator, \( h(\cdot) \), defines the observation process and projects the model states, \( \mathbf{x}_{t+1} \) to the model output, \( \mathbf{y}_{t+1} \) (observed response):

\[
\mathbf{y}_{t+1} = h(\mathbf{x}_{t+1}, \phi) + \nu_{t+1},
\]

where \( \nu_{t+1} \) denotes the measurement error and \( \phi \) stores any additional measurement parameters. This equation is quite popular and used in many textbooks and publications, but assumes that the system state at \( t + 1 \) contains all necessary information to accurately predict the quantity of interest, \( \mathbf{y}_{t+1} \). On the contrary, if the calibration data consists of some time-averaged variable, then knowledge of the system (watershed) prior to \( t + 1 \) is required, and thus an alternative formulation of Eq. (2) is warranted.

To establish whether \( f(\cdot) \) provides an accurate description of the underlying system it is intended to represent, it is common practice to compare the simulated system behavior \( \mathbf{y}_{t+1}(\theta) \) with respective observations \( \mathbf{y}_{t+1} \). The difference between both is encapsulated in a residual vector \( \mathbf{E}_{t+1}(\theta) \):

\[
\mathbf{E}_{t+1}(\theta) = G(\mathbf{y}_{t+1}) - G(\mathbf{y}_{t+1}(\theta)) = \{ e_1(\theta), \ldots, e_n(\theta) \},
\]

where \( G[\cdot] \) allows for linear and nonlinear transformations of the model predictions and observational data. Examples include square root, Box-Cox [11], and normal quantile transformations [87,61], and the use of flow duration curves [116,10], spectral analysis [82,89] and wavelet spectral analysis [113,98,26]. Unfortunately, it is not particularly easy to work with the \( n \)-dimensional vector of error residuals, \( \mathbf{E}_{t+1}(\theta) \), directly and find the preferred parameter values. Instead, it is much easier to summarize the vector of residuals into a single measure of length, \( F \), also called objective function. The goal of model calibration then simply becomes finding those values of \( \theta \) that minimizes (maximizes, if appropriate) this criterion.

During the past 4 decades much progress has been made in the fitting of hydrologic models to data. That research has primarily focused on six different issues: (1) the development of specialized objective functions that appropriately represent and summarize the residual errors between model predictions and observations [53,106,66,5,57,99], (2) the search for efficient optimization algorithms that can reliably solve the watershed model calibration problem [133,31,12,75,136,102,119,77,62,123,112,125,88,130], (3) the determination of the appropriate quantity and most informative kind of data [67,107,44,135,124], (4) the selection and development of efficient and accurate numerical solvers for the partially structured differential and algebraic equation systems of hydrologic models [56,59,60,100], (5) the representation of uncertainty [7,9,65,94,111,134,34,45,69,117,118,132,16,35,80,85,86,8,51,57,58,64,76,103,122,1,36,37,126,127,20,81,109,7,105,128,129,63,93,24], and (6) the development of inference techniques for refining the structural equations of hydrologic models [138,121,14,139].

Despite the progress made, increasing concern is surfacing in the hydrologic literature that the “classical” approach to model calibration introduced by Carl Friedrich Gauss (1794) has some serious deficiencies that necessitate the development of a more powerful paradigm. One of these deficiencies is that model structural and forcing (input) data errors are assumed to be either “negligibly small” or to be somehow “absorbed” into the error residuals, \( \mathbf{E}_{t+1}(\theta) \). The residuals are then expected to behave statistically similar as the calibration data measurement error. Yet, many contributions to the hydrologic literature have demonstrated that this assumption is unrealistic. This is evidenced by error residuals that typically exhibit considerable variation in bias, variance, and correlation structure at different parts of the model response. Another deficiency is that the use of a single performance metric, \( F \), no matter how carefully chosen, is inadequate to extract all information from the available calibration data. The use of such “insufficient statistic” promotes equifinality, and makes it unnecessarily difficult to find the preferred parameter values.

**Fig. 1.** Schematic overview of the model calibration problem: the model parameters are iteratively adjusted so that the predictions of the model, \( f(\cdot) \) (represented with the solid line) approximate as closely and consistently as possible the observed response (indicated with the dotted line).
In this paper, we introduce a novel state-space filtering methodology that better preserves the actual information content of the calibration data. This Particle-DREAM method is inspired by recent developments in particle Markov chain Monte Carlo (MCMC) sampling [3] and combines the strengths of sequential Monte Carlo sampling and Markov chain Monte Carlo (MCMC) simulation with the Differentiable Evolution Adaptive Metropolis (DREAM) algorithm [127,128]. We introduce two different variants of Particle-DREAM to satisfy assumptions regarding the temporal behavior of the model parameters. The standard P-DREAM(VP) filter assumes the parameters to be constant during the course of the simulation, and estimates $p(\theta|\tilde{y}_1,n)$ along with the evolving posterior state distribution. An alternative filter, entitled P-DREAMVRP, assumes the parameters to be time variant, and estimates a sequence of posterior parameter distributions, $p(\theta_1|\tilde{y}_1), p(\theta_2|\tilde{y}_2), \ldots, p(\theta_n|\tilde{y}_n)$ jointly with the model states. We introduce the theory and concepts of both filters, and use numerical experiments to illustrate their usefulness and applicability to model-data synthesis studies. A subsequent paper [131] introduces an alternative modeling framework that disentangles the parameter stationarity and sampling efficiency, and benchmark results against the importance sampling approaches common in the literature.

The remainder of this paper is organized as follows. Section 2 introduces the rationale of our approach, followed by a detailed description and illustrative study of Particle-DREAM in Section 3 using a 40-dimensional Lorenz 96 model [72]. This study serves to demonstrate the advantages of particle resampling using MCMC simulation with DREAM. Section 4 demonstrates the performance of P-DREAM(VP) and P-DREAMVRP using two different case studies involving the highly nonlinear Lorenz attractor [71], and a hydrologic watershed model. Here, we are especially concerned with parameter stationarity and sampling efficiency, and benchmark our results against the sequential importance resampling (SIR) filter of Moradkhani et al. [85] and Salamon and Feyen [97]. We highlight some additional developments that further improve filter efficiency when confronted with chaotic model dynamics and significant prediction bias. Finally, in Section 5 we summarize our results and discuss the main findings.

2. Standard Bayes law

The classical approach to model calibration considers the model parameters to be the only source of uncertainty and estimates their posterior probability density function (pdf) by maximizing $p(\theta|\tilde{y}_1,n)$ using Bayes theorem:

$$p(\theta|\tilde{y}_1,n) = \frac{p(\tilde{y}_1,n|\theta)}{p(\tilde{y}_1,n)}$$

(4)

where $p(\tilde{y}_1,n)$ signifies the prior parameter distribution, and $L(\theta|\tilde{y}_1,n) = p(\tilde{y}_1,n|\theta)$ denotes the likelihood function. The normalization constant or evidence, $p(\tilde{y}_1,n)$ is difficult to estimate directly in practice, and instead derived from integration

$$p(\tilde{y}_1,n) = \int_\theta p(\theta|\tilde{y}_1,n)d\theta = \int_\theta p(\tilde{y}_1,n)d\theta$$

(5)

over the parameter space so that $p(\theta|\tilde{y}_1,n)$ scales to unity. Explicit knowledge of $p(\tilde{y}_1,n)$ is desired for Bayesian model selection and averaging. A forthcoming paper by Schoups and Vrugt [101] uses the theory and concepts herein to develop an efficient path-sampling method [40] that numerically approximates, $p(\tilde{y}_1,n)$.

If our interest is only in the parameters of the model, then in practice we do not even need to calculate, $p(\tilde{y}_1,n)$ as all our statistical inferences (mean, standard deviation, etc.) can be made from the unnormalized density:

$$p(\theta|\tilde{y}_1,n) = p(\tilde{y}_1,n)$$

(6)

If we assume a noninformative (flat or uniform) prior, we are now left with a definition of the likelihood function. This function should adequately summarize the statistical properties of the residuals, $E_{\tilde{y}_1,n}$. The choice of an adequate likelihood function, $L(\theta|\tilde{y}_1,n)$ has therefore been subject of considerable debate in the hydrologic and statistical literature. In its most simplistic case with scalar valued measurements ($\tilde{y}_1 \in \mathbb{R}^1$) and uncorrelated, Gaussian distributed residuals with constant variance, $\sigma^2$, the likelihood function, $L(\theta|\tilde{y}_1,n)$, can be written as:

$$L(\theta|\tilde{y}_1,n) = \prod_{i=1}^n \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{1}{2} \frac{\tilde{y}_i - y_i(\theta)}{\sigma}^2 \right)$$

(7)

where $\sigma$ is an estimate of the standard deviation of the measurement error. The value of $\sigma$ can be specified $a$ priori based on knowledge of the measurements errors, or alternatively its value can be inferred simultaneously with the parameters in $\theta$. In practice it is useful to remove the product sign from Eq. (7) and write:

$$L(\theta|\tilde{y}_1,n) = \left( \frac{1}{\sqrt{2\pi\sigma^2}} \right)^n \exp \left[ -\frac{1}{2} \sigma^{-2} F_{\text{SLS}}(\theta) \right]$$

(8)

in which $F_{\text{SLS}}(\theta) = \sum_{i=1}^n (\tilde{y}_i - y_i(\theta))^2$ denotes the sum of squared error and SLS stands for simple least squares.

This type of likelihood function was first introduced by Carl Friedrich Gauss (around 1794) within the context of (nonlinear) curve fitting, and these historical developments have led to current perspectives. For reasons of algebraic simplicity and numerical stability, it is often convenient to consider the log-likelihood function rather than $p(\tilde{y}_1,n); \theta$ the parameters or variables that maximize one also maximize the other. The log-likelihood, $\ell(\theta|\tilde{y}_1,n)$ of Eq. (7) is:

$$\ell(\theta|\tilde{y}_1,n) = -\frac{n}{2} \ln(2\pi) - \frac{n}{2} \ln(\sigma^2) - \frac{1}{2} \sigma^{-2} \sum_{i=1}^n (\tilde{y}_i - y_i(\theta))^2$$

(9)

The use of this likelihood function is convenient but not borne out of the statistical properties of the residuals that often violate assumptions of normality and independence.

In light of these considerations, Schoups and Vrugt [99] recently introduced a generalized likelihood function that is especially developed for nontraditional residual distributions with correlated, heteroscedastic, and non-Gaussian errors. When applied to daily streamflow data from a humid basin Schoups and Vrugt [99] found that (1) residuals are much better described by a heteroscedastic, first-order, auto-correlated error model with a Laplacian distribution function characterized by heavier tails than a Gaussian distribution; and (2) compared to a standard $F_{\text{SLS}}$ approach, proper representation of the statistical distribution of residual errors yields tighter predictive uncertainty bands and different parameter uncertainty estimates that are far less sensitive to the particular time period used for calibration.

2.1. Practical implementation using Markov chain Monte Carlo simulation

A key task that remains is to summarize $p(\theta|\tilde{y}_1,n)$ in Eq. (4).

Unfortunately, for most hydrologic models this task cannot be carried out by analytical means nor by analytical approximation, and MCMC methods are required to generate a sample of $p(\theta;\tilde{y}_1,n)$. The basis of the MCMC method is a Markov chain that generates a random walk through the parameter space (also referred to as search space) and successively visits solutions with stable frequencies stemming from $p(\theta;\tilde{y}_1,n)$. While initial applications of MCMC are primarily found in the fields of statistics, spatial statistics
and statistical image analysis, Gelfand and Smith [38] extended the method for posterior inference in a Bayesian framework. Nowadays, MCMC sampling is widely used for posterior exploration of multi-dimensional parameter spaces.

The earliest and general MCMC approach is the random walk Metropolis (RWM) algorithm [78]. Assume that we have already sampled points \( \{ \theta_0, \ldots, \theta_{k-1} \} \) this algorithms proceeds in the following three steps. First, a candidate point \( \varphi \) is sampled from a proposal distribution \( q(\cdot | \cdot) \) that depends on the present location, \( \theta_{k-1} \). Next, the candidate point is either accepted or rejected using the Metropolis acceptance probability [78,50]:

\[
\alpha(\theta, \theta_{k-1}) = \min \left( 1, \frac{p(\theta | y) q(\theta_{k-1} | \theta)}{p(\theta_{k-1} | y) q(\theta | \theta_{k-1})} \right)
\]

(10)

where \( p(\cdot | \cdot) \) represents the posterior pdf, and \( q(\theta_{k-1} | \cdot) \) \( q(\theta | \theta_{k-1}) \) denotes the conditional probability of the forward (backward) jump. This last ratio is unity if a symmetric proposal distribution is used and thus cancels out. Finally, if the candidate point is accepted the chain moves to \( \varphi \), otherwise the chain remains at its current location \( \theta_{k-1} \). Following a so called burn-in period (of say, \( l \) steps), the chain approaches its stationary distribution and the vector \( \{ \theta_l, \ldots, \theta_{l+m} \} \) contains samples from \( p(\theta | y) \). The desired summary of the posterior distribution \( p(\theta | y) \) is then obtained from this sample of \( m \) points.

3. Sequential Bayes law

Although the generalized likelihood function of Schoups and Vrugt [99] resolves practical problems with the choice of a suitable distribution for the residuals, all the information contained in \( E_{1:n} \) is lumped onto a single scalar, which makes it very difficult to diagnose, detect and resolve time-varying errors in the model structure, parameter nonstationarity and forcing data errors. Perhaps a more satisfactory approach would be to sequentially process the information contained in the data.

If we assume \( \varphi \in \Theta \subseteq \mathbb{R}^d \) to be known, the evolving posterior distribution, \( p(\theta | y_{1:t-1}) \) for the state-space formulation of Eqs. (1) and (2) can be written recursively as follows (see Appendix A):

\[
p_{\theta}(x_{1:t}, y_{1:t}) = \frac{p_{\theta}(x_{1:t-1}, y_{1:t-1}) f_{\theta}(x_t | x_{t-1}) l_{\theta}(y_t | x_t)}{p_{\theta}(y_{1:t-1})},
\]

(11)

where \( f_{\theta}(x_t | x_{t-1}) \) signifies the transition probability density of the model state (model operator), and the likelihood function \( l_{\theta}(y_t | x_t) \) is the probability density of the observations given the state variables. This function uses the measurement operator of Eq. (2) to link \( x_t \) to the measured observations. If we integrate out \( x_{1:t-1} \) in Eq. (11), then we can derive the following expression of the marginal distribution, \( p_{\theta}(x_{1:t}, y_{1:t}) \):

\[
p_{\theta}(x_{1:t}, y_{1:t}) = \int_{x_{1:t-1}} p_{\theta}(x_{1:t-1}, y_{1:t-1}) dx_{1:t-1}.
\]

(12)

where

\[
p_{\theta}(x_{1:t}, y_{1:t}) = \int_{x_{1:t-1}} f_{\theta}(x_t | x_{t-1}) p_{\theta}(x_{1:t-1}) dx_{1:t-1}.
\]

(13)

The prediction and update step constitute the main part of particle filtering algorithms that numerically solve for the posterior state and/or parameter distribution given the information provided by all of the observations received up to the present time. Finally, the marginal likelihood, \( p_{\theta}(y_{1:n}) \) in Eq. (4) can be computed from [30]:

\[
p_{\theta}(y_{1:n}) = p_{\theta}(y_1) \prod_{t=2}^{n} p_{\theta}(y_t | y_{t-1}^t).
\]

(14)

where

\[
p_{\theta}(y_t | y_{t-1}^t) = \int_{x_t} f_{\theta}(x_t | x_{t-1}) l_{\theta}(y_t | x_t) dx_n - t.
\]

(15)

If the parameters are unknown, we use the prior density, \( p(\theta) \) and infer the model parameters simultaneously with the model state trajectory using inference of the joint density, \( p(\theta, x_{1:t} | y_{1:n}) \):

\[
p(\theta, x_{1:t} | y_{1:n}) \propto p(\theta) p_{\theta}(x_{1:t}, y_{1:t}).
\]

(16)

This assumes the parameters to be time-invariant; a hypothesis that will be relaxed later on.

A key task that remains is to derive \( p_{\theta}(x_{1:t}, y_{1:n}) \) and \( p(\theta, x_{1:t} | y_{1:n}) \) (and their relevant marginal distributions) using the available observations. If the model operator \( f_{\theta}(\cdot) \) and measurement operator \( h(\cdot) \) are linear, and \( \theta_t \) and \( v_t \) are Gaussian, Kalman filter [54] type approaches find the exact posterior distribution. Nonlinear and non-Gaussian problems render an exact solution of \( p_{\theta}(x_{1:t}, y_{1:n}) \) and \( p(\theta, x_{1:t} | y_{1:n}) \) impossible, and therefore we need to resort to Monte Carlo based approximation methods. The next sections describe the underlying theory and concepts of this approach, and introduce a novel resampling methodology to adequately approximate the evolving posterior state and/or parameter distribution.

3.1. Practical implementation using sequential Monte Carlo sampling

In principle, we could approximate the sequence of posterior distributions, \( p_{\theta}(x_{1:t}, y_{1:t}) \), using \( n \) different trials with DREAM by sequentially increasing the length of the calibration data set. Such an approach was used in [120] to demonstrate a difference in information content between throughfall and canopy water storage data for calibration of a single-layer rainfall interception model. This method works in practice, but is rather inefficient. Indeed, we can do much better than this by adopting an alternative framework using sequential Monte Carlo (SMC) sampling. These integration methods resolve many of the problems associated with traditional Kalman filter type approaches as they are not subject to assumptions of model linearity or Gaussianity. These methods were originally introduced in the early 1950s by physicists [48,96] and were used later [49,2,137] to track higher-order moments of the evolving target distribution. Nowadays, SMC methods are widely used in many different fields, including econometrics, signal processing, hydrology, and robotics, particularly because of tremendous increases in computational power.

3.1.1. Theory

Sequential Monte Carlo (SMC) methods sequentially approximate the evolving posterior state distribution, \( p_{\theta}(x_{1:t}, y_{1:t}) \), and corresponding sequence of marginal distributions, \( p_{\theta}(x_{1:t}) \), for any given \( \theta \in \Theta \) using a set of \( P \) random samples, \( \{ x_{1:t}^p \} \) also called particles [30]

\[
p_{\theta}(x_{1}, y_{1:t}) = \prod_{i=1}^{P} W_i \delta_{x_{1:t}^i} \quad \text{and} \quad p_{\theta}(x_{1:t}) = \prod_{i=1}^{P} W_i \delta_{x_{1:t}^i},
\]

(17)

where \( \delta_{x_{1:t}^i} \) denotes the Dirac delta function and \( W_i = \left( W_1^i, \ldots, W_p^i \right) \) represent the normalized (importance) weights of the individual particles. This idea is similar to that in MCMC in which the posterior distribution is represented by a sample of draws. The differences are twofold. First, in SMC the particles carry weights, \( W_i \), whereas the draws in MCMC have equal probability. Secondly, SMC is designed to assimilate a new datum, that is, to evolve the particles in such a way that it represents the posterior at the next time point once the new datum has become available.
The SMC approach makes use of the following identity of Eq. (11)
\[ p_t(x_{1:t} | y_{1:t}) \propto p_t(x_{1:t-1} | y_{1:t-1}) f_t(x_t | x_{1:t-1}) L_t(y_t | x_t), \]
which suggests to reuse the samples at \( t - 1 \) to approximate \( p_t(x_{1:t} | y_{1:t}) \) at the subsequent time. Yet, in practice we cannot directly sample from \( p_t(x_{1:t} | y_{1:t}) \) as this distribution is unknown and generally complex and high-dimensional even if we know \( p_t(x_{1:t-1} | y_{1:t-1}) \). We therefore introduce an importance density, \( q_t(y_t | x_t, x_{1:t-1}) \) with property \( p_t(x_{1:t-1} | y_{1:t-1}) > 0 \) \( \Rightarrow \) \( q_t(\cdot | \cdot) > 0 \), and sample \( \{x_{1:t}\}^\sim \) from this distribution using the current datum, \( y_t \), and particles, \( \{x_{1:t-1}\}^\sim \). The unnormalized importance weight, \( w_t^i \) of the \( i \)-th particle, \( i = \{1, \ldots, P\} \) at time \( t \) then becomes:
\[ \hat{W}_t^i = W_t^i w_t^i \left( \{x_{1:t}^i\} \right), \]
where \( w_t^i \left( \{x_{1:t}^i\} \right) \) denote the incremental importance weights [30]:
\[ w_t^i \left( \{x_{1:t}^i\} \right) = \frac{f_t \left( \{x_{1:t}^i| x_{1:t-1}^i\} \right)}{q_t \left( \{y_t^i| x_t^i, x_{1:t-1}^i\} \right)} L_t(y_t | x_t). \]

After normalizing:
\[ W_t^i = \frac{W_t^i}{\sum_{i=1}^P W_t^i}, \]
we derive the normalized importance weights which vary between 0 and 1.

This algorithm requires us to specify \( \{q_t(y_t | x_t, x_{1:t-1}) \} : t = 2, \ldots, n \}. Many different techniques have been proposed in the statistical literature to design effective (efficient) importance distributions [27,115,90,91]. It is typically recommended to set \( q_t(y_t | x_t, x_{1:t-1}) = \) as close as possible to \( p_t(x_t | y_t, x_{1:t-1}) \). In practice, however it remains typically difficult to select an adequate importance density. In response to this, Gordon et al. [43] have suggested to set \( q_t(x_t | y_t, x_{1:t-1}) = f_t(x_t | x_{1:t-1}) \) which results in the following equation for the increment weights:
\[ w_t^i \left( \{x_{1:t}^i| x_{1:t-1}^i\} \right) = \frac{f_t \left( \{x_{1:t}^i| x_{1:t-1}^i\} \right)}{f_t \left( \{x_{1:t}^i| x_{1:t-1}^i\} \right)} L_t(y_t | x_t). \]

This (default) strategy gives satisfactory performance, particularly when the model operator, \( f_t(\cdot) \) adequately represents the "true" system dynamics, and/or the observations. \( y_t \) are not informative. If the optimal importance distribution, \( p_t(x_t | y_t, x_{1:t-1}) \) is not used, repeated application of Eq. (19) causes particle impoverishment in which an increasing number of particles is exploring unproductive parts of the actual target distribution and assigned a negligible (zero) importance weight. This phenomenon is also referred to as particle drift or ensemble degeneracy. Not only does this result in a relative poor approximation of, \( p_t(x_{1:t} | y_{1:t}) \), but also bad algorithmic efficiency as significant computational effort is devoted to carrying forward trajectories whose contribution to, \( p_t(x_{1:t} | y_{1:t}) \), is virtually zero.

The problem of particle degeneracy has received much attention in the statistical literature, and has inspired the development of a wide-variety of resampling methods [104], including residual [70], systematic [68,17], stratified [68,28] and multinomial [43] resampling. With high probability these methods discard "bad" samples with negligible importance and replace them with exact copies of more promising particles. This resampling step refocuses the thrust of the filter on the sampled points with the highest probability mass, but does not necessarily protect the particle filter from problems with weight degeneracy. A relatively large number of particles \( (P \geq 500) \) remains necessary for even the simplest inference problems to ensure that the evolving target distribution of interest is adequately sampled [6]. Here, we introduce an alternative resampling methodology that capitalizes on the advantages of MCMC simulation with DREAM [127,128]. This Particle-DREAM filter is theoretically coherent and simulation experiments presented in the forthcoming sections demonstrate that this approach requires far fewer particles than classical SIR filters to work well in practice. The details of Particle-DREAM will be outlined in the next section.

An unbiased estimate of the marginal likelihood, \( p_t(y_t | x_t) \), in Eq. (14) is derived from the weights:
\[ \tilde{p}_t(y_t) = \prod_{k=1}^P W_t^k \left( \{x_{1:k}^i\} \right), \]
where the product term, \( \prod_{k=1}^P W_t^k \left( \{x_{1:k}^i\} \right) \) is an approximation to \( p_t(y_t | x_{1:k-1}) \) in Eq. (15) and \( W_t^k = 1/P \). If \( P \to \infty \), the empirical distribution of the particles converges asymptotically to \( p_t(x_t | y_t) \).

3.1.2. Particle resampling

Ideally, all \( P \) particles differ from each other and contribute equally to \( p_t(x_{1:t} | y_{1:t}) \). In such situation, the variance of the weights approaches zero, \( \{\text{var}[W_t^i] \to 0\} \), and resampling is deemed unnecessary. On the contrary, if just a few particles receive considerable weights, then \( \{\text{var}[W_t^i]\} \), will increase, and resampling might seem appropriate. The effective sample size, ESS is a simple diagnostic that summarizes in a single number between 1 and \( P \) the variability of the normalized importance weights:
\[ \text{ESS} = \left( \sum_{i=1}^P W_t^i \right)^{-1}. \]

In practice, resampling is performed whenever ESS drops below a pre-specified threshold, \( \text{ESS} \). For convenience, we write \( \text{ESS} = P^* \) and consider different values of \( P^* \) in our numerical simulations. In general, the higher the value of \( r \) the more likely that resampling takes place. We now describe two resampling steps that are executed successively any time when ESS < \( P^* \). For notational convenience, whenever the index \( i \) is used we mean 'for all \( i \in \{1, \ldots, P\} \).

Suppose that at some time \( t \) the value of ESS has sufficiently deteriorated and become much smaller than \( P \), the total number of particles used to approximate \( p_t(x_{1:t} | y_{1:t}) \), in Eq. (17). Resampling is required to remove the bad particles, and rejuvenate the ensemble. The first step constitutes residual resampling, and replaces aberrant particles with low importance weights with exact copies of the most promising particles. We first compute a selection probability, \( p_t(x_t) \) of each individual particle:
\[ p_t(x_t) = \frac{P W_t^i - P W_t^i}{P - R}, \]
where the operator \{ \cdot \} rounds down to the nearest integer, and \( R = \sum_{i=1}^P \{P W_t^i\} \). We retain those \( R \) particles whose value of \( \{P W_t^i\} \geq 1 \), and fill the remaining \( P - R \) spots by drawing particles from a multinomial distribution, as follows:
\[ j = \arg \max_{j} \sum_{i=1}^P p_t(x_t) \geq u, \]
where \( j \) is an index from \( \{x_{1:r}^i\} \), and \( u \sim U(0,1] \) is an auxiliary random label sampled from the standard uniform distribution. For each trial, we draw a different a new value for \( u \). This resampling procedure leads to \( P \) equally-weighted particles, \( W_t^i = 1/P \) (hence \{var \[W_t^i \to 0]\}) many of which are exact copies of one another. This resampling procedure is therefore prone to a rapid loss of particle diversity.
We now introduce a subsequent resampling step that promotes particle diversity and quality. We create new samples, \( \{Z_i^{t}\} \) using MCMC simulation with the DREAM algorithm [127,128]. This second resampling step is schematically illustrated in Fig. 2 and discussed in detail below.

We start by proposing a new particle, \( \{x_{i,t}\} \), by resampling at time \( t - 1 \) from the existing ensemble \( \{X_{i,t-1}\} \) using differential evolution [108]:

\[
\{Z_{i,t-1}\} = \{X_{i,t-1}\} + (1 + \epsilon_i) \gamma(\tau, \lambda') \sum_{j=1}^{\tau} \{X_{i,j,0}\} - \sum_{h=1}^{\tau} \{X_{i,h,0}\} + \epsilon_i,
\]

where \( \lambda \) is the dimensionality of the state space, \( \gamma(\tau, \lambda') = 2\lambda'/\sqrt{2\pi\lambda'} \) denotes a jump-rate that depends on the number of pairs, \( \tau \) and number of coordinates (state variables), \( \lambda' \), that will be jointly updated, and \( \tau_j(j) \neq \tau_j(h) \neq i \) for \( j = 1, \ldots, \tau \) and \( h = 1, \ldots, \tau \). The values of \( \epsilon_i \) and \( \epsilon_t \) are drawn from \( U(-b, b) \) and \( N(0, b') \) with \( |b| < 1 \), and \( b' \) small compared to the width of the proposal distribution. Interested readers are referred to Vrugt et al. [127,128] for further details.

We then use the model operator, \( f_i \), in Eq. (1) to simulate \( x_i \) from \( X_{i,t-1} \), or \( f_i(x_i|X_{i,t-1}) \) and use the Metropolis ratio, \( \alpha_i(\{Z_i\}, \{X_i\}) \) to decide whether to accept the proposal or not:

\[
\alpha_i(\{Z_i\}, \{X_i\}) = \frac{f_i(\{X_i\}, \{Z_i\}) L_i(\tilde{y}_i|X_{i,t-1}) L_i(\tilde{y}_i|Z_{i,t-1})}{f_i(\{X_i\}, \{X_i\}) L_i(\tilde{y}_i|X_{i,t-1}) L_i(\tilde{y}_i|X_{i,t-1})}.
\]

If the proposal is accepted, \( \{Z_i\} \) replaces \( \{X_i\} \), otherwise we retain the current particle. The acceptance probability in Eq. (28) is derived in Appendix B of this paper and leaves \( p_i(x_i|y_i,t_{i-1}) \) invariant. Proof of detailed balance of the transition kernel of DREAM is given in our previous work [110,127,128] and interested readers are referred to these publications for further details.

The main advantages to resampling and moving the particles at time \( t - 1 \) rather than at \( t \) is that the particle ensemble at \( t - 1 \) is more diverse as judged by the ESS diagnostic, and consequently the proposals created using Eq. (27) are likely to exhibit more diversity. Note that other MCMC filters have been documented in the (statistical) literature. For instance, RESAMPLE-MOVE filters [4,70,74,42] periodically rejuvenate the particle ensemble using MCMC simulation. These methods not only primarily focus on state estimation, but also use a rather inefficient reversible-jump RWM algorithm to approximate the moving target distribution.

3.2. Particle-DREAM: Pseudo-code

We now present a pseudo-code of Particle-DREAM, the filter that implements the theoretical and numerical developments outlined in the previous two sections. This filter merges the strengths of SMC sampling and MCMC simulation with DREAM to resolve problems with ensemble degeneracy, and ensure adequate particle diversity. The Particle-DREAM filter proceeds as follows. For notational convenience, whenever the index \( i \) is used we mean "for all \( i \in \{1, \ldots, P\} \)." The variable \( \gamma_i(p) \) signifies the discrete multinomial distribution on \( \{1, \ldots, P\} \) of parameter \( p = (p_1, \ldots, p_P) \) with \( p_i > 0 \) and \( \sum_{i=1}^{P} p_i = 1 \).
Particle-DREAM contains two algorithmic parameters whose values need to be specified by the user. This includes the number of particles, \( P \), and threshold parameter, \( r \) that directly determines when to resample or not. Specific guidelines with respect to their values are given in the different case studies. Note that Particle-DREAM is embarrassingly parallel, and relatively easy to run on a distributed computing network. Each individual particle of the ensemble can be evolved on a different processor. This significantly speeds-up computational efficiency, and facilitates the use of CPU intensive simulation models.

To illustrate the advantages of particle resampling using MCMC simulation with DREAM, we compare the performance of Particle-DREAM against a classical SIR filter using the Lorenz 1996 model [72,73]. This highly nonlinear atmospheric “toy model”, hereafter referred to as L96, simulates mid-latitude weather conditions using:

\[
\frac{dx}{dt} = -x_{t-1} (x_{t-2} - x_{t-1}) - x_{t-1}^3 + F + \omega_t, 
\]

where \( x = [x_j; j = 1, \ldots, \lambda] \) represents some atmospheric quantity of interest that is subject to (1) advection, (2) dissipation and (3) forcing. The state is discretized into \( \lambda \) sectors along the latitude circle, and assumed periodic, i.e. \( x_j = x_{j+\lambda} \). A reference solution of \((x_{10}, \ldots, x_{21}, x_{30})\) with \( \Delta t = 0.05 \) and \( \lambda = 40 \) is computed for \( t \in [0, 10] \) by solving Eq. (29) from the initial condition \((x_{10}, \ldots, x_{30})\) with \( \Delta t = 0.005 \) days and model error drawn from \( N(0, \sqrt{\Delta t} \sigma_0) \) with \( \sigma_0 \) similar to a 40 \&times; 40 identity matrix. To enforce chaotic model dynamics we set \( F = 8 \) and \( \gamma = 0.1 \) [72]. Synthetic observations are subsequently created by perturbing each data point of the reference solution with a normally distributed measurement error variance with mean, \( \sigma^2 = 0.1 \). The final data set thus consists of the temporal dynamics of a 40-dimensional state variable space.

Table 1 summarizes the performance of Particle-DREAM with and without MCMC particle resampling. The latter results simply correspond to a classical SIR particle filter. Listed statistics include the root mean square error (RMSE) and % bias (BIAS) of the mean ensemble state prediction error, and the percentage of measurements contained in the 95% prediction interval. Each individual value is computed using the last 50% of the data, \( t \in [5.05, 10] \) and represents an average of 25 different trials. We separately list the results for a single and ten successive (in italic) MCMC resampling steps. In all our simulations, the initial particle ensemble is drawn from a multi-normal prior distribution, \( p(x_0) \sim N(F, \sigma_0^2) \). We contrasted Particle-DREAM numerically approximates the evolving posterior state distribution, \( p_0(x_{10}|y_{10}) \) using sequential Monte Carlo sampling and Markov chain Monte Carlo resampling. To start, an initial ensemble of particles is created from the prior state distribution, \( p(x_0) \). These particles are propagated forward by sampling from an importance density, and confronted with the next available observation using a likelihood function. This helps partition the state space into productive and unproductive regions. The importance weights of the individual particle trajectories are subsequently updated, and used to assess whether resampling is necessary. If the effective sample size has dropped below a user-defined threshold the particle ensemble is rejuvenated using residual resampling and MCMC simulation.
sider ensemble sizes of $P = \{10, 25, 50, 100, 250\}$ different particles, and a resampling threshold of $r = 0.7$. The most important results are as follows.

As expected, particle resampling using MCMC simulation with DREAM readily improves filter performance. This is observed for all three listed statistics, and provides strong support for our claim that MCMC resampling has desirable properties. The larger the number of successive MCMC resampling steps, the better the quality and diversity of the particle ensemble, and the closer Particle-DREAM tracks the evolving posterior state distribution. With ten consecutive DREAM resampling steps the RMSE of the one-observation-ahead mean ensemble forecast error has reduced to about 1/3–1/2 of the RMSE of a classical SIR filter. The largest (relative) improvements are found for the smallest ensemble sizes. Note that both filters exhibit difficulty in accurately characterizing the 95% prediction uncertainty ranges. The highly nonlinear dynamics of both filters exhibit difficulty in accurately characterizing the 95% uncertainty ranges. The highly nonlinear dynamics of both filters exhibit difficulty in accurately characterizing the 95% uncertainty ranges.

Despite the enhanced performance, the use of MCMC simulation comes at the expense of an increased computational complexity and demand. Fortunately, the results in Table 1 and those of other studies presented herein illustrate that Particle-DREAM requires far fewer particles than a classical SIR filter to work well in practice. This constitutes an important advantage for real-time implementation. In the penultimate section of this paper, we highlight a more efficient MCMC proposal distribution that requires just a single DREAM resampling step to closely track the evolving posterior target distribution.

Up to now, we have almost solely focused our attention to state variable inference without recourse to parameter estimation. Indeed, Particle-DREAM assumes the parameters to be known a priori, an assumption that is particularly difficult to justify in hydrologic modeling. Many, if not all, watershed model parameters represent conceptual or effective properties that cannot be measured directly in the field at the scale of interest. The next two sections introduce two different variants of Particle-DREAM, also referred to as P-DREAM(1p) and P-DREAM(vp) that explicitly resolve the model parameters. The first filter, P-DREAM(1p) assumes the model parameters to be time-invariant and numerically approximates the joint target density, $\hat{p}(\theta, x_{1:n} | y_{1:n})$, of the model parameters and state trajectories. The other filter, P-DREAM(vp) allows for temporal parameter changes and resolves $p(\theta_{t}, x_{1:n} | y_{1:n})$. This approach is especially designed to detect temporal changes in the parameter values, yet violates the main assumption of the standard model calibration paradigm that parameters represent invariant system properties.

3.3. P-DREAM(1p): Time-invariant Parameters

If the parameters are unknown, we use the prior density, $p(\theta)$, and infer the model parameters simultaneously with the model state trajectory using inference of the joint density, $p(\theta, x_{1:n} | y_{1:n}) \propto p(\theta)p_{x}(x_{1:n} | y_{1:n})$. This filter draws inspiration from our previous work [121], but implements some important changes to make sure that the filter converges adequately. The theoretical underpinning of P-DREAM(1p) can be found in Andrieu et al. [3].

The key idea is to run Particle-DREAM with a number of different Markov chains. These chains are generated with DREAM [127,128] and used to generate samples from the posterior parameter distribution. Each time a candidate point, $\theta^{*}$, is created in the individual chains, Particle-DREAM is used to resolve the state estimation problem and approximate $p_{x}(x_{1:n} | y_{1:n})$. The corresponding marginal likelihood, $p_{x}(y_{1:n})$ is then used to decide whether to accept the proposal or not.

We now present a pseudo-code of P-DREAM(1p). Whenever the index $i$ is used we mean ‘for all $i \in \{1, \ldots, N\}$’, where $N$ denotes the number of (parallel) Markov chains created with DREAM.

**STEP 1: INITIALIZATION**

(a) Set $k \leftarrow 1$.

(b) Sample $\theta_{k}^{0}$ from the prior parameter distribution, $p(\theta)$.

(c) Run Particle-DREAM to derive the marginal likelihood, $\hat{p}_{x}(y_{1:n})$, $\{X_{1:n}^{i} \}$ and the final importance weights, $W_{n}^{i}$.

(d) Randomly sample a single state trajectory, $\{X_{1:n}^{i} \} \sim F\left(\{X_{1:n}^{i} \}, W_{n}^{i}\right)$ and store this path in $X_{a}(k)$.

**STEP 2: CREATE CANDIDATE POINTS**

(a) Create a candidate parameter vector, $\theta^{*}$ using differential evolution [108]

$$\theta^{*} = \theta_{k}^{0} + (1 + d_{\theta})\gamma(\tau, d') \left[ \sum_{j=1}^{N} \theta_{k}^{j(0)} - \sum_{k=1}^{N} \theta_{k}^{j(h)} \right] + e_{d}$$

**STEP 3: EVALUATE CANDIDATE POINTS**

(a) Compute $p_{x}(y_{1:n})$ with Particle-DREAM and store $\{X_{1:n}^{i} \}$ and $W_{n}^{i}$.

(b) Sample $\{X_{1:n}^{i} \} \sim F\left(\{X_{1:n}^{i} \}, W_{n}^{i}\right)$.

**STEP 4: METROPOLIS STEP**

(a) Update $k \leftarrow k + 1$.

(b) Set $\theta_{k}^{*} = \theta^{*}$. $\hat{p}_{x}(y_{1:n}) = \hat{p}_{x}(y_{1:n})$, and $X_{a}(k) = \{X_{1:n}^{i} \}$

(c) Otherwise remain at the old position, $\theta_{k}^{*} = \theta_{k-1}^{*}$, and set $\hat{p}_{x}(y_{1:n}) = \hat{p}_{x}(y_{1:n})$ and $X_{a}(k) = X_{a}(k-1)$.

**STEP 5: CHECK PARAMETER CONVERGENCE**

(a) For each individual parameter, $j = \{1, \ldots, d\}$ compute the R-statistic, $R_{j}$ of Gelman and Rubin [39] using the last 50% of the samples stored in each of the $N$ chains.

(b) If $R_{j} < 1.2$ for all $j$ STOP, otherwise go to STEP 2.

The P-DREAM(1p) code developed herein is a particular version of the generic particle marginal Metropolis–Hastings sampler of Andrieu et al. [3] and consists of an inner SMC loop with Particle-DREAM to resolve $p_{x}(y_{1:n} | x_{1:n})$ and an outer MCMC simulation loop with DREAM to estimate the posterior parameter distribution. This hybrid framework is very similar to the SODA approach of Vrugt et al. [121], but includes two important changes to ensure that the filter converges to the exact posterior parameter and state distribution. In the first place, P-DREAM(1p) uses a particle filter rather than ensemble Kalman filter [32] to solve the sequential state estimation problem. This has several theoretical advantages, in particular the ability to handle nontraditional probability distributions. Secondly, P-DREAM(1p) estimates the evolving state posterior from the different trajectories stored in $\{X_{1:n}^{i} \}$ (hence using adequate burn-in), rather than a separate EnKF run with SODA after the maximum likelihood values of the model parameters have been determined.

In the past decade other joint parameter and state estimation approaches have been introduced in the hydrologic literature. For instance, consider the SIR particle filter of Moradkhani et al. [85] (also used in [97]), hereafter conveniently referred to as SIR(vp). This filter is trying to estimate $p(y_{1:n}, x_{1:n})$ using simultaneous parameter and state estimation. The following transition prior is used for the parameters:
\[ q(\theta; \tilde{y}_t, \theta_{t-1}) = p(\theta; \tilde{y}_{t-1}). \]  

(30)

To avoid sample impoverishment, the calibration parameters are randomly perturbed after each successive updating step using a multi-normal distribution:

\[ \theta_t \sim N(\theta_{t-1}, s^2 \text{Var}(\theta_{t-1})). \]  

(31)

where \( s \) is an algorithmic parameter that determines the "size" of the (hyper) volume around which each individual particle is explored.

Numerical results presented in [85] suggest convergence of the sampled parameters to a limiting distribution. Practical experience however suggests that the convergence properties and speed of \( \text{SIR}_{M_t} \), are essentially dependent on the choice of the importance density, \( q(\theta_t; \tilde{y}_t, \theta_{t-1}) \) and value of \( s \) used to corrupt the parameters after each successive time step. If \( s \) is taken too large, the resampling step will introduce parameter drift and corrupt the approximation of \( p(\theta_t, x_{t+1}|\tilde{y}_{t+1}) \) (time-invariant parameters) nor does it properly retrieve, \( p(\theta_t; x_t, y_{t+1}) \) (time variant parameters). The P-DREAM\( (\text{IP}) \) filter resolves this problem, but at the expense of using an outside MCMC simulation loop with DREAM. Note that the original paper of Moradkhani et al. [85] does not specify which value of \( s \) is actually being used in the simulation experiments. Another area of concern is that Eq. (30) does not preserve the actual parameter correlation. Each individual parameter is simply sampled in turn. This severely deteriorates sampling efficiency, an issue that becomes particularly important for multi-modal and high-dimensional parameter spaces. Application to a parameter estimation version of the nonlinear model of Kitagawa [68] discussed in Section 4.3 of Doucet and Tadić [29] will illustrate the importance of this deficiency.

3.4. P-DREAM\( (\text{VP}) \): Time-variant Parameters

The P-DREAM\( (\text{VP}) \) filter presented in the previous section, assumes the model parameters to be invariant. This hypothesis is convenient, but might not be justified when the system of interest experiences functional changes. For instance, urbanization and changes in land-use are known to affect the watershed response to rainfall. One way to account for this nonstationarity is to allow the parameters to vary dynamically with time. We therefore introduce an alternative variant of Particle-DREAM, called P-DREAM\( (\text{VP}) \) that considers the model parameters to be time-variant and approximates the joint density, \( p(\theta_t, x_{t+1}|\tilde{y}_{t+1}) \) using state augmentation. The pseudo-code of P-DREAM\( (\text{VP}) \) is very similar to that of Particle-DREAM presented in Section 3.2, but contains two main changes to part (1) of the initialization and prediction step. We list these changes below.

**STEP 1: INITIALIZATION**

1. Create \( \{X_1\} \) by sampling from the prior state distribution, \( p(X_0) \), sample \( \{\theta_0^x\} \) from \( p(\theta) \) and define the augmented state vector, \( \{X_0\} = (\{X_0^x\}, \{\theta_0\}) \).

**STEP 2: PREDICTION**

1. Sample \( \{\dot{X}_1^x\} \sim q_t(\cdot|\tilde{y}_t, \{X_0^{t-1}\}) \) and sample \( \{\theta_1\} \sim q(\cdot|\tilde{y}_t, \theta_{t-1}) \).

The other three remaining steps are unaffected but now involve an extended state vector \( \{\dot{X}_1^x\}_{t-1} \) rather than \( \{X_1^x\}_{t-1} \). The resampling step in P-DREAM\( (\text{VP}) \), thus jointly samples the state variables and associated parameter values, instead of Gibbs sampling of both groups of variables in turn [41]. This preserves the correlation structure. In practice, it is much more challenging to estimate \( p(\theta_t; x_t, y_{t+1}) |\tilde{y}_{t+1} \) than to derive \( p(\theta_t; x_t, y_{t+1}) \). Various reasons contribute to this, of which the added dimensionality of the parameter space, interactions between state variables and model parameters, and temporal changes in parameter sensitivity are most important. The numerical experiments presented below serve to illustrate this in more detail.

3.5. P-DREAM\( (\text{IP}) \) and P-DREAM\( (\text{VP}) \): proof of convergence

Whereas particle filters provide a general framework to generate samples from a moving target distribution, convergence properties of such methods are often not discussed. Unfortunately, classical limit theorems based on independent and identically distributed assumptions, do not apply because the individual trajectories (samples) of the particle filter interact, and thus, are statistically dependent. We refer the reader to Vrugt et al. [127,128] for a proof of detailed balance and ergodicity of DREAM, Crisan et al. [21], Crisan [22], Crisan and Doucet [23] for proof and concepts that Particle-DREAM leaves \( p(\theta_t; x_t, y_{t+1}) \) invariant, and Theorem 4 in Section 4.4 of Andrieu et al. [3] for a convergence proof of P-DREAM\( (\text{IP}) \). The asymptotic properties of P-DREAM\( (\text{VP}) \) are not yet very well understood. Some guidance is given in Kantas et al. [55].

4. Case studies

We conduct two different case studies to illustrate P-DREAM\( (\text{VP}) \) and P-DREAM\( (\text{IP}) \). The first study considers the Lorenz oscillator [71], and illustrates the ability of both filters to jointly estimate model states and parameters when confronted with highly nonlinear and non-Gaussian model dynamics. The second case study explores the usefulness and applicability of P-DREAM\( (\text{VP}) \) and P-DREAM\( (\text{IP}) \) by application to a parsimonious conceptual rainfall–runoff model using historical data from the Leaf River basin in the United States. Here, we are especially concerned with parameter nonstationarity and compare the posterior parameter and state distribution derived with both filters using synthetic and real-world daily discharge data. In both studies we assume \( q_{1|0}(x_1, y_1, x_{t-1}) = f_0(x_1|x_{t-1}) \) and use Eq. (22) to calculate the values of the incremental weights. The identity, \( \theta_t = \theta_{t-1} \) is used as importance density, \( q(\theta_t|\tilde{y}_t, \theta_{t-1}) \) in P-DREAM\( (\text{VP}) \). This is rather simplistic but reasonable when augmented with a MCMC resampling step. In all our simulations with P-DREAM\( (\text{VP}) \) we use \( N = 10 \) different chains.

4.1. Case study I: the Lorenz attractor

The first case study considers the Lorenz attractor [71]. This highly nonlinear model consists of a system of three first-order coupled and nonlinear ordinary differential equations:

\[
\begin{align*}
\frac{dx}{dt} &= x(y - x) + \alpha_x, \\
\frac{dy}{dt} &= x(\rho - z) - y + \alpha_y, \\
\frac{dz}{dt} &= xy - \beta z + \alpha_z
\end{align*}
\]

(32)

with state variables \( x = (x,y,z) \), model parameters \( \theta = (\alpha_x, \beta, \rho) \), and stochastic forcing \( \alpha_t \sim N(0, \sqrt{\alpha^2}) \). Because of its highly nonlinear nature, the Lorenz model has served as a test bed for a wide variety of data assimilation methods. A reference solution of
Joint parameter and state estimation of the highly nonlinear Lorenz model: Results of P-DREAM(VP) (left column) and P-DREAM(IP) (right column) using $P = 100$ particles. The top panel summarizes the results of the state estimation problem, and plots the actual observations of state variable $x$ (solid dots) and corresponding mean ensemble filter predictions (solid black line) and associated 95% prediction uncertainty intervals (gray region) derived with (A1) P-DREAM(VP) and (A2) P-DREAM(IP). The corresponding evolution of the sampled parameter estimates of $\alpha$, $\beta$, and $\rho$ is depicted in the middle three panels. For P-DREAM(VP), these plots (B1–D1) represent the evolving 95% uncertainty ranges of the marginal posterior distribution; the solid red line represents the ensemble mean. For P-DREAM(IP), these plots depict traces of the sampled parameter values in three randomly selected Markov chains, each coded with a different color and symbol. The bottom panel plots the marginal posterior parameter distributions derived with both filters. The cross symbol is used to denote the ‘true’ values of the parameters that were used to generate the synthetic state-variable observations. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
\[ \{x_t, y_t, z_t\} \text{ with } \Delta t = 0.25 \text{ is computed for } t \in [0, 80] \text{ by solving Eq. (32)} \]

from the initial condition \( \{x_0, y_0, z_0\} = (1.508870, -1.531271, 25.46091) \) using fixed values of the parameters \( \{\alpha, \beta, \rho\} = (10,28,8/3) \) and a 3 \times 3 error covariance matrix \( \Sigma_{oo} \) with diagonal entries (variances) of 2,000, 12.13, and 12.31, respectively, and off-diagonal terms equal to zero. Synthetic observations were subsequently generated by imposing normally distributed noise with zero mean and variance equal to 2 to the reference solution. These settings of the initial solution, measurement and model error, and parameter values are exactly identical to those used previously in the literature [32,79,33]. The final data set thus consists of \( \{x_t, y_t, z_t\}, \ t \in [\frac{1}{4}, \frac{1}{4}, 80 \} \) and is used for joint parameter and state estimation. In each successive run of P-DREAM(VP) and P-DREAM(IP) the prior state ensemble was generated by perturbing the initial conditions of the reference run with the measurement error of the observations. A uniform prior distribution, \( p(i) \) of the model parameters was assumed with \( x \in [0, 50], \beta \in [0, 5], \) and \( \rho \in [0, 50] \).

Fig. 3 compares the results of P-DREAM(VP) (left column) with time variant parameters against those separately derived with P-DREAM(IP) (right column) assuming time invariant values of the model parameters. The top panel (Fig. 3A–2) summarizes the state estimation problem, and presents time series of observed (blue dots) and mean ensemble predicted (solid black line) values of state variable \( x \) of the Lorenz model. The results of P-DREAM(VP) and P-DREAM(IP) appear very similar. The posterior mean prediction of both filters accurately tracks the observed state transitions virtually unchanged during the subsequent time steps. This is perhaps to be expected, as a single realization of the parameter values is assumed with \( \{x_t, y_t, z_t\}, \ t \in [\frac{1}{4}, \frac{1}{4}, 80 \} \) and is used for joint parameter and state estimation. In each successive run of P-DREAM(VP) and P-DREAM(IP) the prior state ensemble was generated by perturbing the initial conditions of the reference run with the measurement error of the observations. A uniform prior distribution, \( p(i) \) of the model parameters was assumed with \( x \in [0, 50], \beta \in [0, 5], \) and \( \rho \in [0, 50] \).

Fig. 3A–2 summarizes the state estimation problem, and presents time series of observed (blue dots) and mean ensemble predicted (solid black line) values of state variable \( x \) of the Lorenz model. The results of P-DREAM(VP) and P-DREAM(IP) appear very similar. The posterior mean prediction of both filters accurately tracks the observed state transitions with 95% uncertainty intervals that are statistically coherent and adequately bracket the observations. Similar results (not shown herein) are found for the other two state variables, \( y \) and \( z \) of the Lorenz model.

The middle three panels (Fig. 3B–D) present trace plots of the sampled \( \alpha, \beta \) and \( \rho \) values. The left column depicts the evolution of the P-DREAM(VP) derived marginal posterior distributions. The solid red line tracks the posterior mean of the three different Lorenz parameters, and the gray region denotes the associated 95% uncertainty ranges. The marginal distributions sampled with P-DREAM(VP) rapidly converge to a limiting distribution with posterior uncertainty ranges that appear relatively tight and encompass the actual target parameter values (‘x’ symbol at right hand side). The marginal distributions not only settle quickly, but also remain virtually unchanged during the subsequent time steps. This is perhaps to be expected, as a single realization of the parameter values was used to create the synthetic state observations. This finding not only inspires confidence in the ability of P-DREAM(VP) to resolve \( p(\theta_t, x_t, y_t, z_t; t+1) \) when confronted with highly nonlinear model dynamics, but also demonstrates that the observations contain sufficient information to jointly estimate parameter values and state variables.

The right column (Fig. 3B2–D2) presents the corresponding parameter estimates derived with P-DREAM(VP) assuming constant (time invariant) values of \( \alpha, \beta \) and \( \rho \) between \( t \in [0, 80] \). Each Markov chain is coded with a different color and symbol. The sampled trajectories quickly converge to their target values (‘cross symbol at right hand side) with posterior uncertainty ranges that match closely to those separately obtained with P-DREAM(VP) in the corresponding panels on the left. The four randomly chosen chains demonstrate an excellent mixing, and a few thousands MCMC samples is sufficient to officially declare converge to a limiting distribution according to the R-statistic [39] (not shown herein).

The bottom panel shows histograms of the P-DREAM(VP) and P-DREAM(IP) derived marginal posterior parameter distributions. The histograms are very well defined (right) and the posterior modes correspond closely with the actual parameter values (indicated with cross symbol) used to generate the calibration data. The marginal distributions sampled with both filters look very similar. This essentially explains the striking resemblance between the predictive uncertainty derived with P-DREAM(VP) and P-DREAM(IP) presented in the top panel.

We now demonstrate the advantages of P-DREAM(VP) over current state-of-the-art joint parameter and state estimation methods. Fig. 4 reports the outcome of this analysis, and compares the RMSE of the mean ensemble prediction error of the states (top panel) and parameters (bottom panel) of P-DREAM(VP) (blue line) against those separately derived with SIR(M) (red line) for five different ensemble sizes (x-axis), involving \( P = \{10,25,50,100,250\} \) different particles, and five different values of the resampling threshold (columns). We use a value of \( s = 0.1 \) in Eq. (31), which gives better results than the values of \( s \in [0.005, 0.025] \) used in recent work by Morakhdani and coworkers [24]. This figure highlights several important findings.

In the first place, note that P-DREAM(VP) consistently receives the best performance. The prediction errors of P-DREAM(VP) are substantially lower than their counterparts derived with SIR(M), irrespective of the ensemble size and value of the resampling threshold. The ability of MCMC simulation with DREAM to maintain adequate particle diversity not only allows for a much better tracking of the state variables, but simultaneously also improves the posterior inference of the model parameters.

A second interesting observation is that the performance of P-DREAM(VP) seems to be rather unaffected by the number of particles used to approximate \( p(\theta_t, x_t, y_t, z_t; t+1) \). An ensemble size of \( P = 50 \) particles receives very similar error statistics as those derived with much larger values for \( P \). Indeed, a spectacular reduction in prediction error is observed when going from \( P = 10 \rightarrow P = 25 \) particles, but beyond this point the improvement in skill appears rather marginal. This finding has important computational advantages. The performance of SIR(M), on the contrary, gradually improves with increasing ensemble size. This begs the question of how many particles to use in practice. About \( P = 2,000 \) particles are required with SIR(M) to receive similar error statistics as P-DREAM(VP) with \( P = 50 \) particles (not shown herein). This again highlights the advantages of particle resampling using MCMC simulation with DREAM.

A third significant and interesting observation is that the performance of both filters appears relatively unaffected by the choice of the threshold parameter \( r \) used to decide when to do resampling or not. A value of \( r = 0.3 \) is sufficient to maintain adequate particle diversity, and ensure a satisfactory performance of both filters. Based on these findings we set \( r = 0.5 \) or \( P' = P/2 \). This threshold is also often used in the literature.

Table 2 investigates the statistical coherency of the prediction intervals derived with P-DREAM(VP) and SIR(M) and lists the coverage (PERC, %) of the state observations within the one-observation-ahead 95% uncertainty ranges derived with both filters. We use five different ensemble sizes, involving \( P = \{10, 25, 50, 100, 250\} \) particles. Listed values denote an average of 25 different trials. The 95% prediction intervals derived with P-DREAM(VP) are clearly superior to those estimated with SIR(M). An ensemble size of \( P = 25 \) particles with P-DREAM(VP) is sufficient to accurately estimate the model parameters and adequately capture the evolving posterior state distribution. On the contrary, SIR(M) exhibits a rather poor precision and coverage. An ensemble size of at least \( P = 1,000 \) particles is required with SIR(M) to obtain prediction uncertainty ranges that can be considered statistically coherent (not shown herein). This ensemble size is 40 times larger than needed for P-DREAM(VP). The variations in coverage among the different SIR(M) trials also appears rather large. This is obviously not desirable. Altogether, these findings again highlight the ability of MCMC simulation with DREAM to maintain adequate particle diversity, and significantly reduce the size of the ensemble required to jointly infer the model parameters and state variables.
The most important results are as follows.

The results of P-DREAM(VP) and P-DREAM(IP) presented thus far consider a single MCMC resampling step each time particle diversity, ESS has dropped below the threshold value, \(P\). This computationally most efficient, but not necessarily optimal. Each additional and successive MCMC resampling steps might further rejuvenate the particle ensemble, and systematically improve the performance of P-DREAM(VP) and P-DREAM(IP). This would seem particularly useful in situations where the importance density, \(q_0(\mathbf{y}_t; \{\mathbf{x}_k\})\) poorly describes the actual state transitions, and the observations are not too informative. Fig. 5 displays the relationship between the number of successive MCMC resampling steps with DREAM and the corresponding marginal likelihood, \(p(\mathbf{y}_1^n; \beta)\) or \(p_0(\mathbf{y}_1^n)\) derived with Particle-DREAM (left plot) and P-DREAM(IP) (right plot). We consider five different ensemble sizes, involving \(P = \{10, 25, 50, 100, 250\}\) particles. For Particle-DREAM we assume a priori knowledge of the optimal parameter values. The most important results are as follows.

In the first place, notice that the predictive skill of P-DREAM(VP) significantly improves during the first resampling step with DREAM. The marginal likelihood has considerably increased, but additional MCMC steps appear counter productive. This is perhaps rather unexpected but highlights a subtle finding that has important ramifications. The marginal likelihood deteriorates because of parameter drift. This becomes more and more likely with increasing number of successive MCMC resampling steps. If the candidate states deviate too much from their current values then this is directly penalized for in the acceptance ratio as the proposed states will exhibit poor predictive performance. Unfortunately, this is not the case with the parameter values. A bad parameter proposal can still be accepted during MCMC resampling because the length of the trajectory used to compare the original (current) particles and their candidate points is simply too short (Fig. 2) to accurately differentiate between “good” and “bad” parameter values. This happens primarily at times when the model operator (transition prior) is insensitive to the parameters. The resulting parameter drift affects, sometimes dramatically, the predictive capabilities of the filter.

Parameter divergence is also observed from the statistical properties of the particle ensemble after each successive MCMC resampling step. The dispersion of the parameters remains quite similar during the first five consecutive DREAM trials, but then steadily increases with each additional resampling step. Unfortunately, this parameter drift cannot be resolved. This behavior is simply due to temporal variations in parameter sensitivity, and thus an artefact of the actual importance density (model operator) that is being used. A simple remedy to the problem of parameter drift would be to increase the lag \(L\) beyond one time step, and use a much larger block of historical observations during resampling. This should increase parameter sensitivity, and the resulting filter will become some joint variant of P-DREAM(VP) and P-DREAM(IP).

In the second place, note that the marginal likelihood derived with P-DREAM(IP) appears rather unaffected by particle resampling.

![Fig. 4. Joint parameter and state estimation of the highly nonlinear Lorenz model: mean RMSE of the one-observation ahead forecast error of state variables \(x, y, \) and \(z\) (top panel) and parameters \(a, b\) and \(c\) (bottom panel) derived with P-DREAM(VP) (blue line) and SIR\(_R\) (red line) using an ensemble size consisting of \(P = \{10, 25, 50, 100, 250\}\) particles. Each column considers a different value of \(r\), the threshold parameter that determines when to do resampling or not. Each individual value represents an average of 25 different trials. Note that P-DREAM(VP) receives much better performance than SIR\(_R\), and requires far fewer particles to reach equivalent prediction errors. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image-url)
with MCMC simulation. The model dynamics adequately track the observational data and do not require explicit resampling steps with DREAM to maintain adequate particle diversity. This finding provides strong support for our claim that parameter drift is the main cause for the decline in predictive performance of P-DREAM(VP) with increasing number of MCMC resampling steps. We will revisit this subject in the next case study using rainfall-discharge modeling.

Finally, the magnitude of the marginal likelihood depends on the ensemble size used to resolve the observed state dynamics. This directly follows from Eq. (23). In the limit of $P \to \infty$ the marginal likelihood will converge to its true value, yet in practice such large ensemble sizes are not required to obtain stable results. Altogether, the results presented herein suggest that a single MCMC step with DREAM is sufficient. Additional resampling steps beyond this point appear less productive, and only introduce potential problems with parameter drift.

4.2. Case study II: conceptual hydrologic modeling

We now move onto the second case study, and illustrate the usefulness and applicability of P-DREAM and P-DREAM(IP) for hydrologic prediction and uncertainty analysis using the HyMOD conceptual watershed model. This model, originally developed by Boyle [13], belongs to the class of probability-distributed soil-store models [83] and transforms rainfall and potential evaporation into discharge emanating from the catchment outlet. A schematic overview of this model appears in Fig. 6. The model consists of a relatively simple rainfall excess store that routes water to a groundwater reservoir (slow-flow tank), in parallel to a surface/subsurface reservoir consisting of a series of three quick-flow tanks with identical residence times. Water storage dynamics are based on mass balance principles using inflow from rainfall, and losses to evaporation, recharge of groundwater, interflow, and direct runoff. Computational details are given by Moore [84].

The model contains five parameters that require calibration against measured streamflow data: $C_{\text{max}}$ (L) the maximum storage capacity of the catchment, $b_{\exp}$ (–) the degree of spatial variability of soil moisture capacity within the catchment, $\alpha$ (–) the distribution factor of flow between the two series of reservoirs, and $R_s$ (days) and $R_q$ (days), the residence times of the linear slow and quick flow reservoirs, respectively. Table 3 lists the upper and lower bound of these respective parameters that together define the prior uncertainty ranges.

We consider two different streamflow time series in our analysis. The first study serves as a benchmark experiment of P-DREAM and P-DREAM(IP) and uses a three year record of artificial streamflow observations simulated with HyMOD using measured forcing data (28 July 1952–28 July 1955) from the Leaf River watershed in Mississippi (1944 km$^2$) and parameter values given by Moradkani et al. [85]. The synthetic discharge data are corrupted with a heteroscedastic measurement error, the standard deviation of which was taken to be one-tenth of the actual simulated values. The second study explores the performance of P-DREAM(VP) and P-DREAM(IP) using the actual basin measured streamflow data. In all of our numerical experiments, the initial states were created by sampling from a multi-normal prior distribution, $p(x_0) \sim N(\mu_{x_0}, \sum_{x_0})$ with mean, $\mu_{x_0}$ and covariance matrix $\sum_{x_0}$, derived separately from MCMC simulation with DREAM using the first few discharge observations. This has some practical advantages as it removes the need for a substantial burn-in period and hence allows immediate tracking of the discharge observations. Note that Moradkhani et al. [85] and Salamon and Feyen [97] use a noninformative (uniform) prior state distribution. The P-DREAM(VP) and P-DREAM(IP) code developed herein provide similar results for such overdispersed prior, but this requires a longer burn-in period (not shown herein). The model error was assumed
Fig. 6. Schematic representation of the HyMOD conceptual watershed model. The model consists of five different reservoirs (states) that jointly describe the rainfall–runoff transformation using five different parameters that require calibration against a historical record of discharge data.

to be heteroscedastic with standard deviation equal to one-fifth of the previous discharge observation, or in mathematical notation, $\sigma_i^{\text{input}} \sim N(0, \frac{1}{5} \gamma_{t-1})$. This model error in the discharge space was subsequently transformed to the state space, $\sigma_i^{\text{states}} = h^{-1}(\sigma_i^{\text{input}})$ using analytical inversion of the measurement operator in Eq. (2). This state error serves as the stochastic forcing in Eq. (1). We deliberately use the observed discharge at $t-1$ to reflect real-time conditions.

Fig. 7 illustrates the results of P-DREAM(VP) for the artificial discharge observations. The top two graphs (Fig. 7A–B) summarize the streamflow dynamics and depict the measured (blue dots), and mean ensemble predicted (solid black line) streamflow values, the associated 95% prediction uncertainty intervals (gray region) and corresponding residuals. The bottom three graphs (Fig. 7C–E) depict the evolution of the sampled marginal posterior parameter distribution of the HyMOD parameters $C_{\text{max}}$, Alpha, and $R_s$. The red line depicts the trajectory of the posterior mean, and the gray region represents the associated 95% uncertainty intervals. The ‘x’ symbol at the right hand side of these three graphs depict the target values of the parameters used to create the synthetic streamflow data.

The mean ensemble streamflow prediction closely tracks the observed discharge data, with 95% uncertainty ranges that are statistically coherent (not shown herein) and adequately bracket the observations. The average quadratic forecast error of the posterior mean prediction corresponds closely with the size of the measurement and model error used to create the synthetic discharge data. This highlights the ability of P-DREAM(VP) to adequately track the observed discharge dynamics. The sampled marginal posterior parameter distributions exhibit considerable uncertainty and move intermittently throughout the feasible parameter space. A few hundred discharge observations are deemed sufficient to estimate the quick flow recession parameter, $R_q$, but the other parameters remain poorly identified. The meandering of $C_{\text{max}}$ and Alpha is perhaps rather unexpected, but an immediate consequence of the model operator used to transition the states from one time step to the next. During periods with low parameter sensitivity, the width of the marginal distributions is allowed to grow significantly. This is perhaps best illustrated between days 400–500 of the discharge record. These long recession periods are essentially driven by the baseflow parameter $R_b$ and the other HyMOD parameters diverge from their actual values used to create the synthetic streamflow data. Unfortunately, there is little that we can do about this. The length of the resampled trajectory is simply insufficient to ensure adequate parameter sensitivity, and avoid problems with parameter drift. Block resampling with a larger historical trajectory ($L \gg 1$) is required to increase parameter sensitivity and resolve divergence problems. Yet, this is beyond the scope of the present paper. Altogether, the findings presented herein caution against the use of a single discharge observation for sequential parameter and state estimation, and raise concern about the conclusions of some previous contributions [85,97].

We now illustrate and discuss the results of P-DREAM(VP) for the same model and data set. Fig. 8 summarizes the outcome of this analysis. The top two panels (Fig. 8A–B) summarize the model performance and plot the measured (red dots) and filtered (black line) discharge observations and error residuals. The gray region represents the 95% prediction uncertainty ranges derived from the particle ensemble. The bottom three graphs depict trace plots of the DREAM generated parameter samples in three randomly selected Markov chains, each coded with a different color and symbol. The cross symbols at the right hand side of these three different panels denote the target parameter values.

The mean ensemble discharge prediction closely matches the synthetic streamflow observations with associated prediction intervals and residuals that are consistent with the assumed model and measurement error and similar in size as those previously derived with P-DREAM(IP) using time-variant parameters. The error of the mean discharge prediction is consistent with the assumed measurement and model error, and highlights that the filter has converged appropriately. The different Markov chains closely group around the actual parameter values used to create the artificial streamflow data, and exhibit an excellent mixing. A few hundred samples in each individual chain are sufficient to converge to a limiting distribution. This highlights the efficiency of MCMC simulation with DREAM. Note that the different parameters are very well defined, and display very little uncertainty. Altogether these results inspire confidence in the ability of P-DREAM(IP) to resolve the evolving state distribution and model parameters, and successfully approximate $p_x(x|n|y|a)$.

Fig. 9 presents histograms of the posterior marginal parameter distributions derived with P-DREAM(VP) (top panel: green) and P-DREAM(IP) (bottom panel: red) after processing all the discharge data. Each column across the graph considers a different HyMOD parameter. For convenience, both panels use a common x-and y-axis. This enables a direct comparison between the marginal distri-

---

**Table 3**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{\text{max}}$</td>
<td>Maximum water storage of the watershed</td>
<td>10.00</td>
<td>1000.00</td>
<td>mm</td>
</tr>
<tr>
<td>$b_{\text{exp}}$</td>
<td>Spatial variability of the soil moisture capacity</td>
<td>0.10</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>Alpha</td>
<td>Distribution factor between fast and slow flow tank</td>
<td>0.01</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>$R_s$</td>
<td>Residence time of slow flow reservoir</td>
<td>0.001</td>
<td>0.10</td>
<td>days$^{-1}$</td>
</tr>
<tr>
<td>$R_q$</td>
<td>Residence time of quick flow reservoir</td>
<td>0.10</td>
<td>1.00</td>
<td>days$^{-1}$</td>
</tr>
</tbody>
</table>
bution derived with both filters. The most important results are as follows.

Most of the histograms deviate considerably from a normal distribution. The posterior distributions sampled with P-DREAM(VP) extend over a large part of the prior defined parameter ranges (e.g. Table 3). Temporal variations in parameter sensitivity cause the marginal distributions to disperse from their actual values used to generate the artificial discharge data. This finding essentially demonstrates that individual discharge observations contain insufficient information to warrant joint inference of the state variables and model parameters. Indeed, if we assume the parameter values to be time invariant (bottom panel), then the marginal distributions become much better defined, and center closely around their respective target values.

To provide further insights into the performance of P-DREAM(VP), please consider Fig. 10 that presents trace plots of the effective sample size, ESS (top graph) and acceptance rate of candidate particles during MCMC resampling. Each time ESS drops below the threshold value of \( P = P/2 = 125 \) (dashed black line) particle resampling is necessary. Both diagnostics exhibit considerable temporal variation, and vary dynamically from one time step (discharge observation) to the next. The effective sample size exhibits the largest dynamics and oscillates between values of ESS \( \approx 30 \). This diversity is sufficient to guarantee adequate filter performance. The acceptance rate, on the contrary, varies less dynamically and displays a more cyclic behavior that mimics the actual streamflow dynamics. On average, about one-sixth of the proposals is being accepted, which is theoretically nearly optimal [95].

We next run P-DREAM and P-DREAM(VP) using historical streamflow observations from the Leaf River watershed during the same data period (28 July 1952 – 28 July 1955). Fig. 11 summarizes the outcome of this analysis using an ensemble size of \( P = 250 \) particles. The results are very similar to those obtained previously dis-
cussed for the synthetic discharge data. The top panels illustrate that P-DREAM(VP) (left column) and P-DREAM(IP) (right column) do a good job in tracking the streamflow dynamics, with 95% prediction uncertainty ranges (gray regions) that are statistically adequate and encompass about 96% of the discharge observations. The RMSE of the one-day-ahead forecast error of both filters is about 16 m$^3$/s, significantly lower than its value of approximately 22.5 m$^3$/s separately derived with HyMOD using a conventional batch calibration approach. This performance improvement is due to state variable updating.

The evolving marginal distributions sampled with P-DREAM(VP) exhibit considerable nonstationarity, and continue to move up and down the feasible parameter space. Posterior parameter uncertainty especially increases during periods with low parameter sensitivity. This is most evident between days 700–900 of the historical record, when the hydrograph is essentially driven by the baseflow parameter, $R_b$. It is comforting to observe that the modes of the marginal parameter distribution sampled with P-DREAM(VP) at $t = 1096$ match closely with the respective counterparts estimated with P-DREAM(IP) using the marginal likelihood of the entire historical record. Note that a much smaller ensemble size of $P = 50$ was also deemed sufficient for the present case study. This concludes the simulation experiments of our paper.

5. Some final remarks

The P-DREAM(VP) and P-DREAM(IP) approaches developed herein exhibit difficulty to recuperate quickly if the particle ensemble consistently over or underestimates the respective observation. This bias is very difficult to remove in practice, unless a prohibitively large number of successive MCMC resampling steps is used (see L96 problem). This is rather inefficient and also significantly increases computational costs. To resolve this problem we draw inspiration from the original Kalman Filter [54] and introduce a second and alternative proposal distribution in P-DREAM(VP) and P-DREAM(IP) that uses explicitly the distance of the $i$th particle to the current observation:

$$Z_i = \left\{ \mathbf{x}_i \right\} \pm h^{-1} \left[ \hat{y}_t - \left( h \left( \mathbf{x}_i \right), \phi \right) + \mathbf{v}_t \right] + \mathbf{w}_t. \tag{33}$$

This analysis step updates the particles in the direction of the respective observations. The ± sign is used to enforce jump symmetry and satisfy detailed balance. Future work will consider this alternative proposal distribution.

We decided not to compare the results of P-DREAM(IP) and P-DREAM(VP) against those of a classical least-squares fitting method. Such juxtaposition has already been reported in a previous publi-
cation [121] and has convincingly demonstrated that explicit treatment of model and input data error via joint parameter and state estimation significantly alters the posterior distribution of the HyMOD parameters. Findings presented in Clark and Vrugt [19] using a parsimonious snow model and data from the Lake Eldora SNOTEL site in Colorado, USA actually suggest that the posterior parameter distributions derived with methods such as SODA and thus P-DREAM(VP) are physically more realistic. This is because the parameters are no longer compensating for model structural deficiencies and errors in the forcing data.

Finally, the jump-factor, $\gamma(\tau, s') = 2.4/\sqrt{2\pi s'}$ in Eq. (27) is considered theoretically optimal for batch sampling methods [95]. Unfortunately, this choice for $\gamma$ might not necessarily be optimal for sequential sampling schemes. Our future work will investigate whether a 23% acceptance rate can still be considered optimal for the performance of Particle-DREAM, P-DREAM(IP) and P-DREAM(VP).

Fig. 9. Joint parameter and state estimation of the HyMOD conceptual watershed model using synthetic streamflow data: Histograms of the marginal posterior parameter distributions of (A1–A2) $C_{\text{max}}$, (B1–B2), $b_{\text{exp}}$, (C1–C2), Alpha, (D1–D2) $R_s$, and (E1–E2), $R_q$ derived with P-DREAM(VP) (1: top row) and P-DREAM(IP) (2: bottom row) at the end of simulation. The actual parameter values used to create the artificial streamflow data are separately indicated in each individual graph using the cross symbol.
6. Results and conclusions

This study has introduced the theory and concepts of Particle-DREAM, a novel data assimilation methodology for inference of state variables and/or model parameters. This new particle filter combines the strengths of sequential Monte Carlo sampling and Markov chain Monte Carlo simulation to resolve well-documented problems with sample impoverishment. Two different variants of Particle-DREAM were presented to satisfy assumptions regarding the temporal behavior of the model parameters.

Three preliminary case studies were used to demonstrate the usefulness and applicability of particle MCMC simulation. The first study used the Lorenz 96 atmospheric “toy” model and convincingly demonstrated that MCMC resampling with DREAM ensures adequate particle diversity. Particle-DREAM closely tracked the highly nonlinear dynamics of the 40-dimensional state space using just $P = 50$ particles. A classical SIR filter requires at least five times as many particles to achieve a similar level of performance.

The second case study considered the Lorenz attractor and demonstrated the ability of P-DREAM$_{VP}$ and P-DREAM$_{IP}$ to jointly infer the model parameter and state variables when confronted with highly nonlinear model dynamics. This study also demonstrated that both filters require far fewer particles than classical SIR particle filters to work well in practice. The MCMC resampling step with DREAM promotes particle diversity, and reduces problems with filter degeneracy.

The third case study explored the usefulness of P-DREAM$_{VP}$ and P-DREAM$_{IP}$ by application to rainfall-discharge modeling using the HyMOD conceptual watershed model and historical streamflow data from the Leaf River watershed in Mississippi. Both filters considerably improve the consistency between the model predictions and calibration data with prediction intervals.
that are approximately similar and statistically coherent. The P-DREAM(VP) sampled marginal posterior distributions converge adequately to the appropriate target values but demonstrate considerable non-stationarity. This finding, caused by temporal changes in parameter sensitivity, contradicts results from previous studies. Future work will provide remedies to resolve problems with parameter drift by using a much longer historical trajectory of the observations. This method is very similar to smoothing, but maintains the advantages of particle resampling with MCMC simulation.

In this paper, we have selected a formal Bayes implementation with a relatively simple Gaussian error criterion, yet Particle-DREAM, P-DREAM(VP) and P-DREAM(IP) readily accommodate informal likelihood functions or signature indices if those better represent the salient features of the data and simulation model used.
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Appendix A. Derivation of the recursive form of Bayes law

The unnormalized posterior distribution \( p_h(x_{1:t}, y_{1:t}) \) at any time \( t > 1 \) satisfies

\[
p_h(x_{1:t}, y_{1:t}) = p_h(x_{1:t-1}, y_{1:t-1}) f_h(x_{t-1} | x_{1:t-1}) L_h(y_t | x_t)
\]  

(34)

with normalized posterior distribution, \( p_h(x_{1:t}, y_{1:t}) \) that can be written as follows:

\[
p_h(x_{1:t}, y_{1:t}) = \frac{p_h(x_{1:t-1}, y_{1:t-1})}{p_h(y_t)}
\]  

(35)

where \( p_h(y_t) \) signifies the normalization constant. If we combine Eqs. (34) and (35) we derive:

\[
p_h(x_{1:t}, y_{1:t-1}) = \frac{p_h(x_{1:t-1}, y_{1:t-1})}{p_h(y_t)} f_h(x_{t-1} | x_{1:t-1}) L_h(y_t | x_t) \]

(36)

which is equal to:

\[
p_h(x_{1:t}, y_{1:t-1}) = \frac{p_h(x_{1:t-1}, y_{1:t-1})}{p_h(y_t)} f_h(x_{t-1} | x_{1:t-1}) L_h(y_t | x_t) \]

(37)

and with

\[
p_h(y_{1:t-1}) = \frac{p_h(y_t)}{p_h(y_t)}
\]  

(38)

results in the following recursion of \( p_h(x_{1:t}, y_{1:t}) \) presented in Eq. (11) of the paper [30]:

\[
p_h(x_{1:t}, y_{1:t}) = p_h(x_{1:t-1}, y_{1:t-1}) f_h(x_t | x_{1:t-1}) L_h(y_t | x_t) \]

(39)

Appendix B. Derivation of Metropolis acceptance probability

The jump probability from \( \{X_t\} \) to \( \{Z_t\} \) is:

\[
J_h(\{X_t\} \rightarrow \{Z_t\}) = J_h(\{X_{t-1}\} \rightarrow \{Z_{t-1}\}) f_h(\{Z_t\} | \{Z_{t-1}\}) \]

(40)

with probability of the reverse jump:

\[
J_h(\{Z_t\} \rightarrow \{X_t\}) = J_h(\{Z_{t-1}\} \rightarrow \{X_{t-1}\}) f_h(\{X_t\} | \{X_{t-1}\}) \]

(41)

The transition kernel of DREAM is symmetric, and thus

\[
J_h(\{Z_{t-1}\} \rightarrow \{X_{t-1}\}) = J_h(\{X_{t-1}\} \rightarrow \{Z_{t-1}\}) \]

(42)

The target distribution of the filter is [30]:

\[
p_h(x_{1:t}, y_{1:t}) \propto p(x_t) p(x_{t-1}) \cdots p(x_1) \prod_{k=1}^{t} L_h(y_k | x_k) \]

(43)

The acceptance ratio, \( \alpha_h(\{Z_t\}, \{X_t\}) \) therefore becomes:

\[
\alpha_h(\{Z_t\}, \{X_t\}) = \frac{p(x_t | y_t) p(x_{t-1} | \{Z_{t-1}\})}{p(x_t | y_t) p(x_{t-1} | \{X_{t-1}\})} \]

(44)

which simplifies to:

\[
\alpha_h(\{Z_t\}, \{X_t\}) = 1^\frac{\sum_{i=1}^{t-1} f_h(\{Z_{t-1}\} | \{Z_t\}) L_h(y_i | x_i)}{\sum_{i=1}^{t-1} f_h(\{X_{t-1}\} | \{Z_t\}) L_h(y_i | x_i)} \]

(45)

which is similar to Eq. (28) of our paper. This concludes the derivation.
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