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Wiener, Cybernetics, and Macy Conferences

How would the pioneers of cybernetics and AI envision the future of CPS?

http://www.infoamerica.org/documentos_word/shannon-wiener.htm
http://www.asc-cybernetics.org/foundations/history/MacySummary.htm
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Smart-X: Conceptual View



Aspirational and Emerging Applications: Examples

I Smart-X

1. Smart manufacturing
2. Smart grid
3. Smart transportation
4. Smart cities
5. Smart health

I Autonomous systems

1. Unmanned air vehicles
2. Self-driving cars
3. Autonomous robots

Human individual and group behavior are central in many of these applications:

Smart Cyber-Physical-Human Systems (CPHS).



Cognitive Cyber-Physical Systems



Marr’s 3 Levels of Analysis and Cognitive Science

Marr’s 3 Levels of Analysis and Cognitive Science, Peebles and Cooper (2015)

https://onlinelibrary.wiley.com/doi/full/10.1111/tops.12137
https://onlinelibrary.wiley.com/doi/full/10.1111/tops.12137


Cognition - Definitions and Characteristics

I “All processes by which the sensory input is transformed, reduced, elaborated,
stored, recovered, and used.” — Neisser, Cognitive Psychology, 1967.

I Important role of in-built capacity in the brain from genetics and evolution, e. g.,
symmetry, intuitive physics.

I Key Cognitive Functions

1. Perception
2. Attention
3. Memory
4. Reasoning
5. Problem solving
6. Knowledge representation

Cognitive Psychology, Neisser (1967)

Mind as Machine: A History of Cognitive Science, Boden (2006)

https://www.amazon.com/dp/B00Y3046AI/ref=dp-kindle-redirect?_encoding=UTF8&btkr=1
https://www.amazon.com/gp/product/B00Q8U46WY/ref=dbs_a_def_rwt_hsch_vapi_tkin_p1_i0
https://www.amazon.com/dp/B00Y3046AI/ref=dp-kindle-redirect?_encoding=UTF8&btkr=1


Cognitive CPS - Key Principles

I Definition: CPS that have cognitive functions and capabilities.

I CPS can be explicitly designed and/or can learn to possess cognitive functions.

I Need for specific cognitive functions and capabilities will depend on the problem.

I Cognitive CPS’s may learn from each other, from humans, and also form
collaborative networks.

I Hypothesis: Cognitive CPS will be better able to augment humans and lead to
human flourishing.

Cognitive CPS concept offers the most expansive and ambitious program for
integrating ML/AI with CPHS for realizing Smart-X Systems.



Cognitive Models and Biological Fidelity

Cognitive Computational Neuroscience, Kriegeskorte and Douglas (2018)

https://www.nature.com/articles/s41593-018-0210-5


Symbolic vs. Neural Connectionist Approaches

I Historical and ongoing debate on the nature of human cognition and the structure
of the brain.

I Key topic in cognitive science: neuroscience, ML/AI, psychology, linguistics.
I Three major components:

I Computational logic systems
I Connectionist neural network models
I Models and tools for uncertainty

I Pragmatic approach: combine connectionist, logic and probabilistic approaches to
achieve desired system goals and objectives.

Neural-Symbolic Learning and Reasoning: A Survey and Interpretation, Besold et al. (2017)

https://arxiv.org/pdf/1711.03902.pdf


Cognitive Models

I Production systems (Newell and Simon):

1. If-then rules, logic, symbols
2. Goals and subgoals, conflict resolution mechanisms
3. Example: ACT-R, SOAR

I Reinforcement learning based models

1. Actions, states, rewards
2. Perception and motor modules
3. Value and policy based approaches
4. Three modes: Model-free, model-based, and episodic
5. Brain combines all three of these modes but it is not known how this is done.

I Bayesian probabilistic models

https://www.amazon.com/dp/1635617928/ref=dp-kindle-redirect?_encoding=UTF8&btkr=1
https://www.tandfonline.com/doi/abs/10.1207/s15327051hci1204_5
https://www.sciencedirect.com/science/article/abs/pii/0004370287900506
https://www.annualreviews.org/doi/abs/10.1146/annurev-psych-010416-044216
https://www.sciencedirect.com/science/article/abs/pii/S1364661310001129


Free Energy Principle

I A most ambitious principle for brain function due to K. Friston

I Brain seeks to minimize surprise

I Bayesian brain hypothesis: brain has an internal model that allows for
computation of state estimate from sensory observations using Bayes rule

I Agent chooses action policy to maximize “information gain” (KL divergence or
relative entropy)

I Free energy principle: minimize expected free energy under future observations
and future states

I Connections to statistical mechanics, predictive coding, risk sensitive control, . . .

The free-energy principle: a unified brain theory?, Friston (2010)

https://www.nature.com/articles/nrn2787
https://www.nature.com/articles/nrn2787


Perception in ML

I Deep learning is revolutionizing perception

I Compositionality is built-in
I Examples of very impressive progress in:

I Computer vision
I Speech recognition and processing
I Language translation

I Architectures:
I Convolutional neural networks
I Long Short Term Memory (LSTM) recurrent neural networks



Perception in CPS

I CPS with multiple, distributed sources of sensed information

I Immediately possible to leverage DL advances

I Prior knowledge plays a very large role in cognitive theories of perception

I Neural network techniques could be combined with relational prior knowledge for
improved context awareness in sensor rich CPS

I Potential tools and techniques for relational priors:

1. Neural networks with symbolic front ends with priors to learn the symbolic front end
2. Graph networks

https://papers.nips.cc/paper/7381-neural-symbolic-vqa-disentangling-reasoning-from-vision-and-language-understanding.pdf
https://arxiv.org/pdf/1806.01261.pdf


Computational Models of Attention

I Vision (human, robot, driving) has been a major focus for modeling of attention

I Feature integration theory, guided search model, CODE theory of visual attention,
signal detection theory, . . .

I Computational models:

1. Itti’s model: color, intensity, orientation
2. Bayesian models of attention
3. Decision theoretic models
4. Information theoretic models
5. Graphical models
6. Spectrum analysis models

http://web.mit.edu/bcs/nklab/media/pdfs/TreismanKanwisherCurrOpBio98.pdf
https://link.springer.com/article/10.3758/BF03200774
http://www.psy.vanderbilt.edu/faculty/logan/1996LoganPR.pdf
https://www.sciencedirect.com/science/article/pii/S0896627301003920
https://ieeexplore.ieee.org/abstract/document/6180177?casa_token=NrspwhlUA4kAAAAA:UNIupvLPa5RMGwfy3op2PuQI94GGnO55VGmQIqKxDvcBglqUu2VT93roPVRfXTaRTdsJ1dRVFsg


Attention in ML

I Attention is the key to focusing on the most
relevant information from multiple distributed
sources of information

I Examples:
I Recurrent Models of Visual Attention, Mnih et al.

(2014)
I Effective Approaches to Attention-based Neural

Machine Translation, Luong et al. (2015)
I Show, Attend and Tell: Neural Image Caption

Generation with Visual Attention, Xu et al. (2015)
I Self-attention Generative Adversarial Networks

(GANs), Zhang et al (2019) Attention based Machine Translator

http://papers.nips.cc/paper/5542-recurrent-models-of-visual-attention.pdf
http://papers.nips.cc/paper/5542-recurrent-models-of-visual-attention.pdf
https://arxiv.org/abs/1508.04025
https://arxiv.org/abs/1508.04025
http://proceedings.mlr.press/v37/xuc15.pdf
http://proceedings.mlr.press/v37/xuc15.pdf
https://arxiv.org/pdf/1805.08318.pdf
https://arxiv.org/pdf/1805.08318.pdf


Possible Routes to Attention in CPS

I Two levels of attention:
I First level - selection and focus on a particular task
I Second level - top-down search for relevant information

I Attention for detecting changing conditions and contexts.

I Attention for fault detection and/or resilience.

I Attention models that are hierarchical and programmable will be required for CPS
I Examples of programmable attention:

1. Self-attention models of deep learning
2. Non-local neural networks for image recognition
3. Attentive meta learners

https://arxiv.org/pdf/1706.03762.pdf
https://arxiv.org/pdf/1711.07971.pdf
https://arxiv.org/pdf/1707.03141.pdf


Memory

I Memory is central to intelligent behavior.
I Multiple memory mechanisms in human cognition:

I short-term
I long-term
I episodic (content-addressable)
I semantic

I LSTM - excellent example of use of memory in machine learning

I Experience replay - a key innovation in Deep RL breakthroughs

I Differentiable neural computer by Graves et al. (2016)

I Sparse distributed representations. Examples: hierarchical temporal memory,
sparsey

https://www.amazon.com/Memory-Alan-Baddeley/dp/1138326097/ref=dp_ob_title_bk
https://ieeexplore.ieee.org/abstract/document/7508408
https://www.nature.com/articles/nature14236?wm=book_wap_0005
https://www.nature.com/articles/nature20101
https://arxiv.org/abs/1503.07469
https://www.frontiersin.org/articles/10.3389/fncom.2014.00160/full


Differentiable Neural Computer

Hybrid computing using a neural network with dynamic external memory, Graves et al. (2016)

https://arxiv.org/pdf/1803.03067.pdf


Memory, Attention, and Composition Cell Architecture

Hudson and Manning (2018)

https://www.nature.com/articles/nature20101


Example of Memory in CPS: Episodic Control

I Episodic control - re-enact successful episodes from memory storage.

I Episodic control has potential relevance to “small data” learning and control.

I Example: Model-free episodic control, Blundell et al. (2016)

I Model-free episodic control – recorded experiences are used as value function
estimators.

I Neural episodic control – combining deep learning model and lookup tables of
action values.

I Hierarchical episodic control – episodes as options.

https://arxiv.org/abs/1606.04460
https://arxiv.org/pdf/1703.01988.pdf


Selected Methodological Challenges

I There are numerous major challenges:

I Approaches for combining model-based and model-free techniques.

I Approaches to combine hierarchical and distributed architectures and algorithms.

I Reducing the need for large amounts of data: few-shot learning, one-shot learning

I Bringing meta learning paradigm for achieving autonomy: “learning to learn”.



Combining Model-based and Model-free Approaches

I Model free ML based approaches for sensing, perception, memory and
model-based for planning, safety and closing the loop

I Model predictive control and reinforcement learning – compute action sequence
based on the model via MPC (model based), update the model via reinforcement
learning and supervised learning

I Guided policy search – robust local policies are derived from local models; local
policies used to guide a global policy

http://papers.nips.cc/paper/5444-learning-neural-network-policies-with-guided-policy-search-under-unknown-dynamics.pdf


Hierarchical Control

I Hierarchical structures appropriate and necessary for control and management of
Smart-X

I Optimal behavioral hierarchy, Solway et al. (2014)

I Hierarchical control for sparse reward settings: meta controller sets the
intermediate goal/sub-tasks and a lower level controller achieves the goal
Example: Hierarchical DQN

I Hierarchical control provides scalable methods for large state-action spaces.
Examples:
I Options framework – temporally extended sequence of actions to simplify the

learning process
I Feudal RL – Higher level task is divided into a hierarchy of tasks
I MAXQ framework: extension of the Q learning framework for the hierarchical setting

https://journals.plos.org/ploscompbiol/article/file?id=10.1371/journal.pcbi.1003779&type=printable
https://arxiv.org/pdf/1604.06057.pdf
http://www-anw.cs.umass.edu/~barto/courses/cs687/Sutton-Precup-Singh-AIJ99.pdf
http://www.cs.toronto.edu/~fritz/absps/dh93.pdf
http://www.cs.cmu.edu/afs/cs/project/jair/pub/volume13/dietterich00a.pdf


Meta Learning Paradigm

I Meta Learning as a paradigm for dealing with new environments by “learning to
learn” approaches

I Learning from task properties, transfer learning from prior models, . . .
I Meta learning approaches for perception

I Optimization based approaches – the optimizer is trained for learning effectively
from fewer examples in a novel task

I Metric based few shot learning – learn a distance metric that is effective for
classification from fewer examples. Examples: Siamese Neural Networks

I Attention based meta learners. Example: hierarchy of temporal convolutions
interspersed with attention layers

I Meta learning principles and approaches should be leveraged for autonomy and
control under uncertainty

https://arxiv.org/abs/1810.03548
https://www.cs.cmu.edu/~rsalakhu/papers/oneshot1.pdf


External Memory in Control including Attention

Theme: External memory to improve learning/adaptation in control systems.

I Plant represents the system to be controlled. u: control
input, x : system state.

I Function f is the uncertainty in the system model.

I Traditionally, the dynamic state of the controller
constitutes the “memory”.

I Idea: Controller can read from and write to the external
working memory.

I External memory is distinct from the ”state” of the
feedback controller.
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Publications for More Details

1. D. Muthirayan and P. P. Khargonekar, “Working Memory Augmentation for Improved Learning
in Neural Adaptive Control,” IEEE Conference on Decision and Control, pp. 2019, pp.

2. D. Muthirayan, and P. P. Khargonekar, “Memory Augmented Neural Network Adaptive
Controllers: Performance and Stability”, arXiv preprint arXiv:1905.02832, 2019

3. D. Muthirayan, and P. P. Khargonekar, “Memory Augmented Neural Network Adaptive
Controller for Strict Feedback Nonlinear Systems,” arXiv preprint arXiv:1906.05421, 2019

4. D. Muthirayan, S. Nivison and P. P. Khargonekar, “Improved Attention Models for Memory
Augmented Neural Network Adaptive Controllers,” arXiv preprint arXiv:1910.01189, 2019,
Proceedings of American Control Conference, 2020. Talk by D. Muthirayan at this conference.



Thank you!

email: pramod.khargonekar@uci.edu
website: https://faculty.sites.uci.edu/khargonekar/

mailto:pramod.khargonekar@uci.edu
https://faculty.sites.uci.edu/khargonekar/
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