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Wakefield in solid state plasma with the ionic lattice force
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The advent of the path to a single cycle X-ray laser pulse via thin film compression and the relativ-

istic compression enables laser wakefield acceleration in solid materials. We study the collective

interaction of the X-ray laser pulse with the solid-state plasma, including ultrafast polariton effects,

giving rise to TeV/cm wakefields with highly increased critical density. Our particle-in-cell compu-

tational analysis delineates wakefield effects and polariton dynamics. We show that a good quality

wakefield can be excited even in the presence of the lattice force and the electron acceleration pro-

cess is not influenced by polaritons. The applications and implications of the ultrafast wakefield

and ultrafast plasmonics are discussed. Published by AIP Publishing.
https://doi.org/10.1063/1.5016445

I. INTRODUCTION

The present work is motivated by the recent invention of

the Thin Film Compression technique1 for lasers, which ena-

bles the compression of an intense laser. This leads to a reali-

zation of the relativistic compression of such a pulse into an

X-ray laser pulse.2

Traditional particle acceleration technology uses excited

radiofrequency (RF) waves in vacuum surrounded by metal

or dielectric waveguides and has an acceleration gradient

limit of approximately 1 MeV/cm due to material break-

down. Thus, larger and more expensive accelerator facilities

are necessary in order to obtain higher energy particle

beams. The alternative technique of laser wakefield accelera-

tion (LWFA) uses plasma as the accelerating medium and is

capable of producing acceleration gradients three orders of

magnitude higher compared to traditional accelerators since

plasma does not suffer material breakdown and can sustain

very large electric fields.3,4 More details on laser-driven

plasma-based accelerators can be found in previously pub-

lished review papers.5–8 In LWFA, the ponderomotive (or

radiation pressure) force of an intense laser pulse with the

appropriate length moving through an under-dense plasma

causes electrons to oscillate at the plasma frequency,

xpe /
ffiffiffiffiffi
ne
p

, and excites a plasma wave (plasmon) that co-

moves with the laser pulse. Electrons trapped in this robust

structure can acquire relativistic energies. Electron energy

gain in 1D LWFA is given by

� ¼ 2a2
0mec2 ncr

ne

� �
; (1)

where a0¼ eE0/mexlc is the normalized vector potential of the

laser pulse with E0 and xl representing the electric field and fre-

quency of the laser. Here, e, me, and c are the electron charge,

electron mass, and speed of light, respectively. The energy gain

is proportional to the ratio of ncr, critical density defined by the

laser frequency, to ne, the plasma or electron density.

According to the above equation, the energy gain of particles is

inversely proportional to the plasma density. Thus far, increas-

ing the energy gain has been carried out by decreasing the

plasma density. However, the acceleration length is given by

Lacc ¼ a0

c

xpe

� �
xl

xpe

� �2

/ ncr

n
3=2
e

� �
: (2)

Hence, the acceleration length is inversely proportional to

n3=2
e and will increase as well when ne is decreased, an incon-

venient outcome when attempting to increase the energy

gain according to Eq. (1). Furthermore, when ne is decreased,

it is necessary to increase the laser energy as the volume

occupied by the laser pulse increases proportional to the

plasma skin depth, ðc=xpeÞ3.2,4

Alternatively, energy gain may be achieved without

decreasing the plasma density or even under the appropriate

increase in density, making higher acceleration gradients

possible within more compact structures. This is possible by

increasing ncr through increasing the laser frequency. The

introduction of a technology to make X-ray lasers (over opti-

cal lasers) can accomplish this. For current optical lasers and

gaseous plasmas, the typical ratio is ncr/ne¼ 1021 cm�3/

1018 cm�3¼ 103, whereas for an X-ray laser and a solid den-

sity plasma, we could for example have ncr/ne¼ 1029 cm�3/

1023 cm�3¼ 106, three orders of magnitude higher. To X-ray

photons with keV energies, shallowly bound electrons are

effectively free electrons and the electron motion may be

regarded as plasma-like in the timescale of the X-ray pulse,

while more strongly bound electrons remain intact. The solid

material is not ionized during the interaction as the timescale

for the above threshold ionization is long compared to the

attosecond timescale of the X-ray photons. Electrons oscil-

late a relatively small distance about their original location

to produce the wakefield. If the wakefield reaches on the

order of the Tajima-Dawson field,4 some electrons will get

ripped from the atoms and will be accelerated. Furthermore,

when we inject electrons into this structure in a control

manner, the produced wakefield accelerates the injected

electrons. In order to minimize collisions between the accel-

erated electrons within the wake structure and the electronsa)sahelh@uci.edu
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from the solid, it is suggested to use fabricated nano-

tubes,9–12 and after the passing of the X-ray pulse, one could

choose a different nanotube if needed.

Although X-ray acceleration had been considered prior

to this,13 the prospect for an adequate laser driver did not

exist. Recently, the advancement of laser technology through

Thin Film Compression (TFC)1 has made X-ray pulse gener-

ation achievable with an optical laser in the single cycle

regime. The relativistic compression method for conversion

into the X-ray regime can then be employed.2 This combina-

tion, if realized, allows both single cycle X-ray lasers and

intense regimes. TFC introduces a thin film of material such

as plastic in the path of the beam to broaden its frequency

bandwidth by the self-phase modulation. The beam is then

compressed by chirped mirrors to its fundamental single

cycle regime with nearly 10 times higher peak power. The

upconversion of this single cycle optical pulse to an X-ray

pulse via compression processes in an over-critical solid tar-

get2 provides an intense X-ray laser pulse. We note that sin-

gle or sub-cyclic laser pulses have been realized in

attosecond science (although not intense).14,15 Also, we note

that the sub-cyclic particle accelerator has been explored.16

These new advancements allow us to consider LWFA in

the X-ray regime and with solid densities.13,17–19 High energy

X-ray photons can directly interact with free charged particles

or electrons in the outer shells as if they are unbound or

weakly bound electrons; therefore, solid materials such as

dielectrics or metals can be regarded as metallic plasmas at

solid densities as the intense ultrashort X-ray laser passes

through. Meanwhile, such an X-ray laser pulse can couple

with ionic motions through optical phonon modes as will be

discussed below. Recently, Zhang et al. studied the LWFA

driven by an X-ray laser in a solid density nanotube and

found the LWFA scalings.20 The simulations in that work

confirmed an accelerating gradient of TeV/cm when the

wakefield is driven by an X-ray laser compared to GeV/cm

for when it is driven by an optical laser. However, in that

work, the solid state effects (polaritons)21 have not been

included. In this work, we include the effects of ionic motion

explicitly and investigate the possibility that the lattice force

could couple with the formation of a stable wake structure.

We show that wakefield formation and electron acceleration

processes are not influenced by the presence of polaritons.

The present results indicate the acceleration gradient on the

order of TeV/cm, which agrees well with the wakefield the-

ory and is consistent with previous findings without the lattice

effect.20 This amounts to the validation by computation of the

concept of the solid state plasma wakefield in nanomaterials.

The present analytical model is based on the dispersion

relation of the bulk system of the coupled phonon-plasmon

in the solid state. The basic equations for this setup are the

continuity and momentum equations for both species and

Poisson’s equation

@ne

@t
þr � ðneðvD þ veÞÞ ¼ 0;

@ni

@t
þr � ðniviÞ ¼ 0; (3)

mene
@ve

@t
þ ðvD þ veÞ � rve

� �
¼ neqeE�rPe; (4)

mini
@vi

@t
þ vi � rvi

� �
¼ niqiE� Kiðxi � xi0Þ; (5)

r � E ¼ 4peðni � neÞ; (6)

ne ¼
eE

mex2 � mekxvDx� k2
xcTex

x� kxvD

; (7)

ni ¼
�eE=mi

x2 � Ki

mi

; (8)

where vD, ve, and vi are the drift velocity of electrons, ther-

mal velocity of electrons, and thermal velocity of ions,

respectively. E and Pe represent the electric field and elec-

tron pressure, Ki is the effective spring constant for the lat-

tice force of the neighboring ions, and na(a¼ e, i) are the

displacements of charged particles. In a 1D framework, we

use perturbation theory to write the equivalent 1st order

equations and use Fourier theory, assuming A¼A0ei(kx–xt)

form for each perturbed quantity, to solve for the perturbed

positions. Substituting into Poisson’s equation gives the dis-

persion relation where �(k, x) is the relative permittivity (set-

ting vD¼ 0)

�ðk;xÞ ¼ 1�
x2

pi

x2 � x2
TO

�
x2

pe

x2 � k2
xv

2
e

: (9)

Therefore, this model is capable of including the impor-

tant effects of ionic motions such as the polaritons and col-

lective modes at solid densities by including the transverse

optical phonon frequency, xTO ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Ki=mi

p
, in the dispersion

relation.21 In fact, this model was previously applied to the

plasmonic excitations such as plasmons and polaritons in the

solid bulk and in the surface of these materials21–25 driven

by a laser or an electron current.

In Sec. II, we provide an overview of the code and the

modifications to model ionic motion, explain the initial setup

and parameters of the LWFA simulations, and present the

results indicating no noticeable deleterious effect or instabil-

ity arising from the addition of ionic lattice force. In Sec. III,

we use this modified code and present simulations of a cur-

rent driven instability in different regimes of high and low

ionic frequencies having distinct behaviors. In Sec. IV, we

discuss a few applications related to these findings, and Sec.

V contains concluding remarks and a discussion of extension

of this work in the future.

II. WAKEFIELD SIMULATIONS

We investigate the LWFA process driven by an X-ray

laser onto solid density materials. A 1D simulation of a high

frequency laser is performed, which interacts with a high

density plasma consisting of free electrons and a lattice of

ions that feel the vibrational force from their neighbor ions.

We assume an isometric lattice structure and focus on the

regime where the laser pulse is within the accelerating region

of the wake. We also assume that the laser spot width is far

greater than the X-ray pulse length. Therefore, we can per-

form the simulation and analysis in 1D where the theory and

023112-2 Hakimi et al. Phys. Plasmas 25, 023112 (2018)



scaling laws are very well known for the purpose of bench-

marking and further analysis. Our first goal is to study the

ionic mode in order to see if it has any effects on the wake-

field formation or electron acceleration in the longitudinal

direction.

A. Introduction of ionic motion at the solid density

Simulations for this work are conducted using the 1D

version of the EPOCH particle-in-cell (PIC) code26 with the

second order field solver. EPOCH is a well-benchmarked rel-

ativistic electromagnetic PIC code27,28 which uses the finite-

difference time-domain technique to numerically solve

Maxwell’s equations and the leap-frog method with the

Boris algorithm to update the velocities and positions of

particles.29,30

We modify several subroutines in this code in order to

manually load particles in a structured lattice and also

include the effects of the lattice force.31 Major modifications

happen in EPOCH’s pusher, where velocities of particles are

updated, by including the second term in the following equa-

tion in order to model the lattice force

d vne
dt

x̂ ¼ q

m
ðEeþ vne �BeÞx̂ �

Ki

m
ðxn � xn0Þx̂; (10)

where xn0 is the initial position of the particle at t¼ 0 and xn

is its position at the current iteration. This new term only

affects the advancement of positive charges, and Ke is set to

be zero for negative charges at all times.

The initial setup is composed of ions loaded uniformly

into an ordered lattice structure and of particles with nega-

tive charge loaded randomly. One positive ion is positioned

exactly at the center of each cell, while multiple particles

with negative charge, with the appropriate charge (and mass)

weight to ensure the overall charge neutrality, are distributed

throughout each cell. Plasma density is ni¼ ne¼ 1023 cm�3,

and xpi=xpe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
me=mi

p
� 1=43. Particles are interpolated

to the grid using a third order b-spline shape function. The

simulation domain is 1D in space (x̂-direction) with periodic

boundaries at both ends. Each cell is 1 Å in size similar to

the average spacing in solids. Temperature is set to zero for

both species.

A Gaussian electromagnetic wave-packet, polarized in

the y-direction, with a full width half max equal to kpe/4 and

a0¼ 3 is initialized and set to move through the initial

plasma setup in the x̂-direction; here, kpe¼ 2pc/xpe is the

plasma wavelength. The carrier frequency of the pulse is 30

PHz (kl¼ 10�6 cm) corresponding to� 125 eV photons. The

ratio of laser frequency to plasma frequency is

xl=xpe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ncr=ne

p
¼ 10:5. We collect data every kpe/2c

step until the electron energy saturation is observed. Table I

provides a summary of the parameters used in the

simulation.

B. X-ray laser wakefield excitation in the solid

We conduct simulations with the specified parameters

for several different values of effective spring constant. The

initial simulation sets Ki¼ 0 and is predicted to show a typi-

cal wakefield evolution. We benchmark the modified code

by comparing the result from this run with another simula-

tion conducted using the original code where lattice force

was not yet introduced. Figure 1 shows the results from this

initial run. We show the laser pulse as it travels through the

plasma and the wakefield structure that forms behind it (lon-

gitudinal electric field) at times 5kpe/c¼ 1.76 fs, 9kpe/

c¼ 3.17 fs, and 11.5kpe/c¼ 4.05 fs. Phase space is also

shown for both species. Electric fields Ex and Ey are normal-

ized by the Tajima-Dawson field4 Ecr
L ¼ mexpec=e, the

momentum is normalized by mec, and the position is normal-

ized by kpe. As the pulse moves through the plasma, it pushes

electrons out of its way and creates a region with positive

charges; this region is approximately kpe
ffiffiffiffiffi
a0
p

wide as seen in

Fig. 1. The excited longitudinal electric field is seen to attain

amplitude on the order of Ecr
L , consistent with the theory.

This electric field results in an accelerating gradient of

eEL � 1:4eEcr
L � 0:4 TeV=cm in the wakefield, which

matches the theoretical prediction of eEcr
L ¼ 0:3 TeV=cm. It

is shown that electrons at the end of each bubble continue to

gain energy as the wakefield evolves and the pulse moves

through the plasma. This is the limit of the plasma wave

(plasmon) dominated regime of the collective modes in the

solid state plasma. The observed electron energy gain [even

for the case of xpe<xTO, shown in Figs. 2(e) and 2(f)] is �
� 100mec

2� 50 MeV, while the 1D LWFA theory predicts

the maximum energy gain of� 900 MeV. The maximum

electron energy is observed to be� 340 MeV in later stages

of the simulation and is limited by the pump depletion

length.

We then vary the strength of the lattice force by chang-

ing the effective spring constant. Table II summarizes differ-

ent ratios we use to simulate these distinct cases. Figure 2

shows the result of several simulations when transverse opti-

cal phonon frequency is less than, equal to, and greater than

electron plasma frequency. We show the result of each simu-

lation at t¼ 11.5kpe/c¼ 4.05 fs. These figures can also be

compared with Figs. 1(e) and 1(f), corresponding to the case

of xTO/xpe¼ 0 at this exact time. It is observed that the

wakefield or longitudinal electric field is not affected by the

presence of ion modes and negative charges bunched at the

end of each bubble continue to gain momentum and energy

comparable to the base case with Ki¼ 0. A noticeable differ-

ence in these cases compared to the base case is the presence

of an ion mode related to the lattice frequency, but the funda-

mentals of the LWFA are unaffected. Thus, we show that the

basic wakefield (plasmons excited by the mechanism of the

wakefield4) is only slightly affected by the size of xTO/xpe.

TABLE I. Summary of LWFA simulation parameters.

Plasma density ne 1023 cm�3

Laser wavelength kl 10�6 cm

Laser intensity a0 3 …

FWHM kpe/4 2.65 � 10�6 cm

Grid size dx 10�8 cm

dt dx/0.95c 3.5 � 10�19 s

023112-3 Hakimi et al. Phys. Plasmas 25, 023112 (2018)



FIG. 1. Evolution of LWFA with xTO¼ 0 at t/[kpe/2c]¼ 10 [panels (a) and (b)], t/[kpe/2c]¼ 18 [panels (c) and (d)], and t/[kpe/2c]¼ 23 [panels (e) and (f)] is

shown. Panels (a), (c), and (e) show the electric field of the laser pulse, Ey, shown by the blue solid line (right axis) and longitudinal electric field, Ex, shown by

the black dashed line (left axis) normalized by Ecr
L . Panels (b), (d), and (f) show the phase space for each species. Green stars represent simulation particles

with negative charge, and red dots represent simulation particles with positive charge. The momentum (right axis) is normalized by mec, and the position is

normalized by kpe.

FIG. 2. Comparison of different lattice force strengths is shown at t/[kpe/2c]¼ 23 for xTO/xpe¼ 0.10 [panels (a) and (b)], xTO/xpe¼ 1 [panels (c) and (d)], and

xTO/xpe¼ 3.46 [panels (e) and (f)]. Organization and normalization are the same as described in Fig. 1, while the amplitude of the ion mode is increased [by a

factor of 3 in panels (b) and (d) and by a factor of 30 in panel (f)] with the intention to display it clearly.
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This is thus consistent with the earlier model of the wakefield

formation through solid densities.20

III. SIMULATION OF BEAM-DRIVEN INSTABILITIES

Similar plasmons and polaritons (electron plasma waves

and ionic plasma modes) can be excited in a solid plasma

system with the presence of an electron current. The disper-

sion relations of the bulk modes with current and surface

polaritons have been studied previously.21 We confirm the

existence of the bulk mode excitation via simulations using

the same modified PIC code as above. More information on

the theory behind these modes can be found in references

such as Refs. 22–24 and 31. If we assume that electrons have

a constant drift velocity and move through a 1D lattice of

ions, Eq. (9) will be slightly modified to21

�ðk;xÞ ¼ 1�
x2

pi

x2 � x2
TO

�
x2

pe

ðx� kxv2
DÞ

2 � k2
xv

2
e

: (11)

The initial setup for the simulation is similar to Sec. II.

Positive ions are manually positioned at the center of each

cell, while negative charges are loaded randomly throughout

each cell. The plasma density is slightly higher,

ni¼ ne¼ 1024 cm�3. The simulation window is 450 Å wide

with 450 cells. The temperature is set to zero for both spe-

cies. The electron drift velocity is varied, but in this paper,

we present the results for the case of vD¼ c/2. The modified

code was also benchmarked against the well-known

Buneman case when Ki¼ 0. Here, we show simulation

results from two distinct cases with different sets of parame-

ters as summarized in Table III.

A. High ionic frequency modes (polariton)

Equation (11) has four different solutions, two of which

may be complex conjugate solutions with one unstable solu-

tion. In the first case, we study the ratio of xpi/xpe¼ 1/2 and

xTO/xpe¼ 3.46. This means that the frequency of the trans-

verse optical phonon is much greater than that of the plasmon.

This is a low density regime, and polaritons are destabilized in

this regime. All four solutions of the linear dispersion relation

with these specified parameters are plotted in Fig. 3 using a

polynomial solver. The real frequency versus the wavevector

is shown in Fig. 3(a), and the growth rate versus the wavevec-

tor is shown in Fig. 3(b). The real frequency and growth rate

are normalized by xpe, and the wavevector is normalized by

xpe/c. The top and bottom branches are phonon-like branches

in the positive and negative frequencies. The middle two

branches are plasmon-like in the lower wavevector range. The

instability is due to the charge bunching mechanism and

occurs when the forward propagating phonon branch meets

the negative energy plasmon wave.21 The unstable wave has

wavelength k¼ 2p/k¼ 37� 10�8 cm, where k¼ 4.46xpe/

0.5c¼ 8.9xpe/c as seen in Fig. 3(a). Figure 4 displays the

result of the simulation, studying their nonlinear behavior,

with the observed wavelength of the unstable mode being

35� 10�8 cm matching the predicted wavelength (within 5

percent). The measured growth rate for this mode matches the

dispersion relation solution and is marked in Fig. 3(b). The

growth rate is measured from the slope of the logarithm of a

Fourier component of the electric field in time. We show the

evolution of this instability and the growth of this mode into a

nonlinear phase. We observe that the instability picks up

growing linearly [Fig. 4(b)] and eventually is nonlinearly

modulated to form trapped electron orbital characteristic [Fig.

4(c)], while ions display a more harmonic behavior through-

out. In the latest nonlinear stage [Fig. 4(d)], electrons show

nearly closed trapped orbitals. The electron nonlinearities are

similar to gas plasma electron dynamics (with less chaotic ele-

ments), but ions do show a more harmonic behavior. At the

saturation [Fig. 4(c)], the acceleration gradient is eEx

� 0:1eEcr
L � 100GeV=cm at t¼ 1.2 fs.

B. Low ionic frequency modes (polariton)

In the second case, we study the ratio of xpi/xpe¼ 1/63

and xTO/xpe¼ 0.11. This is a high density regime. Solutions

TABLE II. Different cases of LWFA simulation.

Case

xpi

xpe

xTO

xpe

1 1/43 0

2 1/43 0.10

3 1/43 1

4 1/43 3.46

TABLE III. Different cases of beam-driven instability simulation.

Case

xpi

xpe

xTO

xpe

High ionic frequency 1/2 3.46

Low ionic frequency 1/63 0.11

FIG. 3. Dispersion relation of the bulk modes with current (low density

case). xpi/xpe¼ 0.5 and xTO/xpe¼ 3.46, vD¼ 0.5c. Panel (a) shows the nor-

malized real frequency, x/xpe, vs. normalized wavevector, kc/xpe. The top

and bottom branches are phonon-like, and the two middle branches are

plasmon-like at lower wavevectors. The instability occurs when the forward

propagating phonon branch crosses the negative energy plasmon branch.

Panel (b) shows the normalized growth rate, c/xpe, vs. normalized wavevec-

tor. The stars mark the values of the growth rate found from the simulation

data for several modes.
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of the dispersion relation with these parameters are plotted

in Fig. 5. The real frequency versus the wavevector is shown

in Fig. 5(a), and the growth rate versus the wavevector

is shown in Fig. 5(b). Normalization is the same as the previ-

ous case. In these plots, the top and bottom branches are

plasmon-like, and the middle two branches are phonon-like

in the lower wavevector range. The instability is again due

to charge bunching and occurs at the crossing of the optical

phonon and the negative energy plasmon branch. The unsta-

ble wave has wavelength k¼ 2p/k¼ 152� 10�8 cm, where

k¼ 1.1xpe/0.5c¼ 2.2xpe/c as seen in Fig. 5(a). The simula-

tion result [Fig. 6] shows the observed wavelength of the

unstable mode having k¼ 150� 10�8 cm matching the pre-

dicted wavelength (within 2 percent), and the measured

growth rate is on the same order of magnitude as Eq. (11)

suggests, marked in Fig. 5(b). We show the evolution of this

mode; however, this instability is so weak that we observe

no electron trapping phenomena similar to what have been

observed in Fig. 4 or in the laser wakefield case [Figs. 1

and 2]. Simulations for both cases were conducted with vary-

ing velocities including lower velocities, for example,

vD¼ 0.07c, showing the same typical results as discussed

here.

IV. APPLICATIONS

These X-ray driven wakefield accelerators at the solid

density have been considered for future high energy

accelerators for electrons and perhaps ions.17,18 These works

are further extensions of the laser wakefield toward future

high energy electron accelerators;32–39 however, for the

application to a high energy electron accelerator,6 we sug-

gested the adoption of nanotube materials to avoid high

energy electrons scattering from the electrons in the solid, by

FIG. 4. Time evolution of the unstable mode from simulation data for the

case of high ionic frequency is shown. Phase space for each species is shown

where momentum is normalized by mec plotted on the left axis. The horizon-

tal axis shows the position of particles in the simulation window normalized

by the simulation grid size, 1 Å. Green stars represent simulation particles

with negative charge, and red dots represent simulation particles with posi-

tive charge. The blue dashed line represent the longitudinal electric field

plotted on the right axis and normalized by Ecr
L .

FIG. 5. Dispersion relation of the bulk modes with current (high density

case). xpi/xpe¼ 0.016, xTO/xpe¼ 0.11, and vD¼ 0.5c. Panel (a) shows the

normalized real frequency, x/xpe, vs. normalized wavevector, kc/xpe. The

top and bottom branches are plasmon-like, and the two middle branches are

phonon-like at lower wavevectors. The instability occurs when the forward

propagating phonon branch crosses the negative energy plasmon branch.

Panel (b) shows the normalized growth rate, c/xpe, vs. normalized wavevec-

tor. The stars mark the values of the growth rate found from the simulation

data for several modes.

FIG. 6. Time evolution of the unstable mode from simulation data for the

case of low ionic frequency is shown. Organization and normalization are

the same as described in Fig. 4.
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creating a concave hole of much lower electron density in

the nanotube.40–42 Using solid materials has the advantage of

being compact and designable for controlled acceleration.

Zhang et al. have shown that the wakefield in a nanotube is

reasonable for the acceleration.20 In fact, the nanotube wake-

field is more ideal as its transverse structure confines the

laser energy and is more regulated, and subsequent betatron

motions are cleaner and thus provide superior beam qual-

ity.20 In addition, the nanotube structure is great for guiding

and the repetitive honeycomb structure of these materials

such as alumina nanotubes makes it possible to raster repeti-

tive pulse injection. It is evident that the present X-ray accel-

eration regime has far higher accelerating gradients than that

of the dielectric X-ray acceleration,43 this is because the pre-

sent X-ray can operate in the “plasma regime” (i.e., above

the ionization fields).

Furthermore, we note that the timescale of the present

ultrafast X-ray pulse (nearly one-cycle regime) and its inter-

action with the plasmon (at the solid density) wakefield

immediately following the laser pulse happens in a matter of

hundreds of attoseconds. The above field ionization and sub-

sequent lattice movement time scales (such as potential melt-

ing) are far longer than the physics we have discussed.44

There is also a possibility of atom stabilization due to the

rapid laser oscillations.45 The nanotube structure may not

even be damaged and could be used multiple times. When a

particular nanohole is damaged, we can raster the laser injec-

tion to the adjacent holes.

The plasmon and polariton excitations in such a solid

state material by either an X-ray laser or drifting electrons

should be of interest to recent plasmonic applications.46–50

There is also interest to use X-ray lasers as probes to time

resolve surface features in plasmonics.51,52 Previous studies

such as Refs. 22–25 laid the foundation of these develop-

ments. Particularly, the surface excitations21 may be applica-

ble to these modes and their localized and controlled

excitation with high intensity and ultrafast time scales. The

surface wake excitation in the above nanotube is also related

to the surface mode excitation and to the dielectric wakefield

accelerator scheme.53,54 Their applications to bioinspired

nanomaterials (such as nanocapillaries)10,55–58 may also be

of interest for our future investigations of excitation and

monitoring of ultrafast modes in bioinspired nanocapillaries,

if these modes may be signals to diagnose what is

happening.

V. CONCLUSION

We have carried out simulations and analysis of an X-

ray laser pulse interacting with solid state media to elucidate

the wakefield excitation process in this novel regime. This is

an extension of a previous suggestion17 and the earlier simu-

lation20 by explicitly including the ionic motion in these

solid state materials. The present work validates the earlier

work20 by showing that the central wakefield dynamics has

not been altered by adding the ionic kinematics in terms of

the wakefield of interest. In addition, we have also investi-

gated the collective modes associated with these ionic

dynamics such as polaritons and its surface analogue

modes,21 which may be excited either by a laser or by an

electron current. The new laser compression technique1

along with the relativistic laser compression technique2

introduced this regime17,59 of wakefield acceleration far

more realistic than earlier times.13,40–42 A similar concept in

wakefield acceleration in nanomaterials driven by beams has

also been suggested.59,60 We have shown that such an X-ray

pulse, if realized by TFC and the relativistic compression

technique, can in fact excite good quality LWF, and this is

true even in the presence of the lattice force. Once we enter

this regime, of attosecond X-ray laser pulses, we anticipate

the discovery of the modes of the collective motion coupled

with the laser. We can accordingly manipulate these modes

with such a laser pulse in a novel way.

The future high energy accelerator applications using

nanocapillaries driven by an X-ray laser pulse may become

an attractive possibility. The developments should also open

up new applications to plasmonics and bioinspired nanoma-

terial research. We plan to investigate 2D effects in our

future research to focus on these effects.
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