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Abstract—Reed-Solomon (RS) codes are widely used in
distributed storage systems. In this paper, we study the repair
bandwidth and sub-packetization size of RS codes. The repair
bandwidth is defined as the amount of transmitted information
from surviving nodes to a failed node. The RS code can be
viewed as a polynomial over a finite field GF(q°) evaluated
at a set of points, where ¢ is called the sub-packetization
size. Smaller bandwidth reduces the network traffic in dis-
tributed storage, and smaller ¢ facilitates the implementation
of RS codes with lower complexity. Recently, Guruswami and
Wootters proposed a repair method for RS codes when the
evaluation points are the entire finite field. While the sub-
packization size can be arbitrarily small, the repair bandwidth
is higher than the minimum storage regenerating (MSR)
bound. Tamo, Ye and Barg achieved the MSR bound but
the sub-packetization size grows faster than the exponential
function of the number of the evaluation points. In this
work, we present code constructions and repair schemes that
extend these results to accommodate different sizes of the
evaluation points. In other words, we design schemes that
provide points in between. These schemes provide a flexible
tradeoff between the sub-packetization size and the repair
bandwidth. In addition, we generalize our schemes to manage
multiple failures.

I. INTRODUCTION

Erasure codes are ubiquitous in distributed storage sys-
tems because they can efficiently store data while protecting
against failures. Reed-Solomon (RS) code is one of the most
commonly used codes because it achieves the Singleton
bound [2] and has efficient encoding and decoding methods,
see, e.g., [3], [4]. Codes matching the Singleton bound
are called maximum distance separable (MDS) codes, and
they have the highest possible failure-correction capability
for a given redundancy level. In distributed storage, every
code word symbol corresponds to a storage node, and
communication costs between storage nodes need to be
considered when node failures are repaired. In this paper,
we study the repair bandwidth of RS codes, defined as the
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amount of transmission required to repair a single node
erasure, or failure, from all the remaining nodes (called
helper nodes).

For a given erasure code, when each node corresponds
to a single finite field symbol over F = GF(q%), we say
the code is scalar; when each node is a vector of finite field
symbols in B = GF'(q) of length ¢, it is called a vector code
or an array code. In both cases, we say the sub-packetization
size of the code is ¢. Here ¢ is a power of a prime number.
Shanmugam et al. [5] considered the repair of scalar codes
for the first time. Recently, Guruswami and Wootters [6]
proposed a repair scheme for RS codes. The key idea of
both papers is that: rather than directly using the helper
nodes as symbols over I to repair the failed node, one treats
them as vectors over the subfield B. Thus, a helper may
transmit less than ¢ symbols over B, resulting in a reduced
bandwidth. For an RS code with length n and dimension
k over the field F, denoted by RS(n,k), [6] achieves the
repair bandwidth of n — 1 symbols over B. Moreover, when
n = ¢* (called the full-length RS code) and n — k = ¢*~1,
the scheme provides the optimal repair bandwidth. Dau and
Milenkovic [7] improved the scheme such that the repair
bandwidth is optimal for the full-length RS code and any
n—k=g¢%1 gsglogq(n—k).

For the full-length RS code, the schemes in [6] and [7] are
optimal for single erasure. However, the repair bandwidth of
these schemes still has a big gap from the minimum storage
regenerating (MSR) bound derived in [8]. In particular, for
an arbitrary MDS code, the repair bandwidth b, measured in
the number of symbols over GF'(¢), is lower bounded by
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An MDS code satisfying the above bound is called an MSR
code. In fact, most known MSR codes are vector codes, see
[9], [10], [11], [12], [13], [14], [15]. For the repair of RS
codes, Ye and Barg proposed a scheme that asymptotically
approaches the MSR bound as n grows [16] when the sub-
packetization size is £ = (n—k)™. Tamo et al. [17] provided
an RS code repair scheme achieving the MSR bound when
the sub-packetization size is £ ~ n™.

The repair problem for RS codes can also be generalized
to multiple erasures. In this case, the schemes in [18] and
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[19] work for the full-length code, [20] and [21] work for
centralized repair, and [22] proposed a scheme achieving the
multiple-erasure MSR bound.

Motivation: A flexible tradeoff between the sub-
packetization size and the repair bandwidth is an open
problem: Only the full-length RS code with high repair
bandwidth and the MSR-achieving RS code with large sub-
packetization are established. Our paper aims to provide
more points between the two extremes — the full-length code
and the MSR code. One straightforward method is to apply
the schemes of [6] and [7] to the case of ¢ > logq n with
fixed (n, k). However, the resulting normalized repair band-
width Z(n% grows with ¢, contradictory to our intuition
that larger ¢ implies smaller normalized bandwidth.

The need for small repair bandwidth is motivated by
reducing the network traffic in distributed storage [8], and
the need for the small sub-packetization is due to the com-
plexity in field arithmetic operations, discussed below. It is
demonstrated that the time complexity of multiplications in
larger fields are much higher than that of smaller fields [23].
Moreover, multiplication in Galois fields are usually done by
pre-computed look-up tables and the growing field size has a
significant impact on the space complexity of multiplication
operations. Larger fields require huge memories for the look-
up table. For example, in GF(2'6), 8 GB are required for
the complete table, which is impractical in most current
systems [24]. Some logarithm tables and sub-tables are used
to alleviate the memory problems for large fields, while
increasing the time complexity at the same time [24], [25],
[26]. For example, in the Intel SIMD methods, multiplica-
tions over GF(2'6) need twice the amount of operations
as over GF(2%), and multiplications over GF(23%) need 4
times the amount of operations compared to GF'(28), which
causes the multiplication speed to drop significantly when
the field size grows [25].

To illustrate the impact of the sub-packetization size on
the complexity, let us take encoding for example. To encode
a single parity check node, we need to do k£ multiplica-
tions and k additions over GF(q*). For a given systematic
RS(n, k) code over GF(q"), we can encode k/log, g bits
of information by multiplications of (n — k)kflog, ¢ bits
and additions of (n — k)kflog, ¢ bits. So, when M bits are
encoded into RS(n, k) codes, we need M /(kflog, q) copies
of the code and we need multiplications of M (n — k) bits
and additions of M (n—Fk) bits in GF(¢") in total. Although
the total amount of bits we need to multiply is independent
of £, the complexity over a larger field is higher in both
time and space. For a simulation of the RS code speed
using different field sizes on different platforms, we refer
the readers to [27]. The results suggest that RS codes have
faster implementation in both encoding and decoding for
smaller fields.

Besides the complexity, the small sub-packetization level
also has many advantages such as easy system implemen-

tation, great flexibility and bandwidth-efficient access to
missing small files [28], [29], which makes it important in
distributed storage applications.

As can be seen from the two extremes, a small sub-
packetization level also means higher costs in repair band-
width, and not many other codes are known besides the
extremes. For vector codes, Guruswami, Rawat [28] and Li,
Tang [30] provided small sub-packetization codes with small
repair bandwidth, but only for single erasure. Kralevska et al.
[31] also presented a tradeoff between the sub-packetization
level and the repair bandwidth for the proposed HashTag
codes implemented in Hadoop. For scalar codes, Chowdhury
and Vardy [32] extended Ye and Barg’s MSR scheme [16]
to a smaller sub-packetization size, but it only works for
certain redundancy 7 and single erasure.

Contributions: In this work, we first design three single-
erasure RS repair schemes, using the cosets of the multi-
plicative group of the finite field F. Note that the RS code
can be viewed as n evaluations of a polynomial over F.
The evaluation points of the three schemes are part of one
coset, of two cosets, and of multiple cosets, respectively, so
that the evaluation point size can vary from a very small
number to the whole field size. In the schemes designed in
this paper, we have a parameter a that can be tuned, and
provides a tradeoff between the sub-packetization size and
the repair bandwidth.

o For an RS(n,k) code, our first scheme achieves the

repair bandwidth g(n—l)(a—s) for some a, s such that
n < q%r=n—k>q® and a divides £. Specifically,
for the RS(14,10) code used in Facebook [33], we
achieve repair bandwidth of 52 bits with ¢ = 8, which
is 35% better than the naive repair scheme.

e Our second scheme reaches the repair bandwidth of
(n — 1)42 for some a such that n < 2(¢% — 1), a
divides ¢ and £ < a.

e The first realization of our third scheme attains the
repair bandwidth of £(n+1+(r—1)(¢*—2)) whenn <
(¢“—1)log, g. Another realization of the third scheme
attains the repair bandwidth of £(n—1+(r—1)(¢®—2))
where ¢ = a(ﬁ)(ﬁ). The second realization can
also be generalized to any d helpers, for k < d < n—1.

We provide characterizations of linear multiple-erasure re-
pair schemes, and propose two schemes for multiple era-
sures, where the evaluation points are in one coset and
in multiple cosets, respectively. Again, the parameter a is
tunable.

o We prove that any linear repair scheme for multiple
erasures in a scalar MDS code is equivalent to finding
a set of dual codewords satisfying certain rank con-
straints.

o For an RS(n, k) code with e < -1 /log, n erasures,
our first scheme achieves the repair bandwidth %e(n —
e)(a—s) for some a, s such that n < ¢%,r = n—k > ¢*
and a divides /.




o For an RS(n,k) code, our second scheme works for
e < n — k erasures and n — e helpers. The repair
bandwidth depends on the location of the erasures and
in most cases, we achieve dijrE(n —e+(n—k—+
e)(q® —2)) where ¢ =~ a(qﬁl)(#%l) and a divides £.

« We demonstrate that repairing multiple erasures simul-
taneously is advantageous compared to repairing single

erasures separately.

The comparison of our schemes, as well as the comparison
to previous works, are shown in Tables I and II, and are
discussed in more details in Sections III-D and IV-D.

The paper is organized as follows. In Section II, we
briefly review the linear repair of RS codes and provide the
preliminaries used in this paper. In Section III, we present
three RS repair schemes for single erasure. Then, we discuss
the repair schemes for multiple erasures in Section IV. In
Section V, we provide the conclusion.

Notation: Throughout this paper, for positive integer i,
we use [i] to denote the set {1,2,...,i}. For integers a, b,
we use a | b to denote that a divides b. For real numbers
an, by, which are functions of n, we use a ~ b to denote
lim,, 0o g—" = 1. For sets A C B, we use B/A to denote
the difference of A from B. For a finite field F, we denote
by F* = F/{0} the corresponding multiplicative group. We
write E < F for E being a subfield of F. For element § € F
and E as a subset of I, we denote SE = {fs,Vs € E}.
AT denotes the transpose of the matrix A.

II. PRELIMINARIES

In this section, we review the linear repair scheme of RS
code in [6], and provide a basic lemma used in our proposed
schemes.

The Reed-Solomon code RS(A,k) over F = GF(q%)
of dimension %k with n evaluation points A =
{a1,a9,...,a,} C T is defined as

RS(A, k) ={(f(en), faz), ..., f(an)) :
f € F[ILdeg(f) < k— 1};

where deg() denotes the degree of a polynomial, f(z) =
uo + T + ugr? + - 4+ up_12® Y, and w; € F,i =
0,1,...,k — 1 are the messages. Every evaluation symbol
f(a),a € A, is called a code word symbol or a stor-
age node. The sub-packetization size is defined as ¢, and
r £ n — k denotes the number of parity symbols.

Assume e nodes fail, ¢ < n — k, and we want to recover
them. The number of helper nodes are denoted by d. The
amount of information transmitted from the helper nodes is
defined as the repair bandwidth b, measured in the number
of symbols over GF'(¢q). All the remaining n — e = d nodes
are assumed to be the helper nodes unless stated otherwise.
We define the normalized repair bandwidth as %, which is
the average fraction of information transmitted from each

helper. By [8], [34], the minimum storage regenerating
(MSR) bound for the bandwidth is
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As mentioned before, codes achieving the MSR bound
require large sub-packetization sizes. In this section, we
focus on the single erasure case.

Assume B < F, namely, B is a subfield of F. A linear
repair scheme requires some symbols of the subfield B to
be transmitted from each helper node [6]. If the symbols
from the same helper node are linearly dependent, the repair
bandwidth decreases. In particular, the scheme uses dual
code to compute the failed node and uses trace function to
obtain the transmitted subfield symbols, as detailed below.

Assume f(a*) fails for some a* € A. For any poly-
nomial p(z) € Flx] of which the degree is smaller than
r, (v1p(aq), vap(aa), ..., vpp(ay)) is a dual codeword of
RS(A, k), where v;,i € [n] are non-zero constants deter-
mined by the set A (see for example [2, Thm. 4 in Ch.10]).
We can thus repair the failed node f(a*) from

b 2)
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i=1,a; #a*

Vasp(a®) f(a®) = = vip(ai) flei) @)

The summation on the right side means that we add all the
i elements from ¢ = 1 to ¢ = n except when «o; # .
The trace function from F onto B is defined as

trejp(B) = B+ 874+ 87, “

where 8 € F, B = GF(q) is called the base field, and q is
a power of a prime number. It is a linear mapping from F
to B and satisfies

tre/s(aB) = atre/s(B) &)

for all a € B.

We define the rank rankg({y1,72,...,7i}) to be the
cardinality of a maximal subset of {v1,72,...,7:} that is
linearly independent over B. For example, for B = GF(2)
and o ¢ B, rankg({1,, 1 + a}) = 2 because the subset
{1,a} is the maximal subset that is linearly independent
over B and the cardinality of the subset is 2.

Assume we use polynomials p;(z), j € [(] to generate £
different dual codewords, called repair polynomials. Com-
bining the trace function and the dual code, we have

tre/p(vaspj(a”) f(a™))

l tre/p(vipj (o) f (). (6)

- ¥

i=1,a; #a*

In a repair scheme, the helper f(cy;) transmits

{tre/s(vipj(ci) f(ei)) = 5 € [0} @)



TABLE 1
Comparison of different schemes for single erasure. When a = £, our scheme in one coset is the scheme in [6], [7]. When a = 1, our schemes in
multiple cosets is the schemes in [16], [17].

repair bandwidth code length restrictions
Schemes in [6], [7] (n—1)(€—s) n < qt F<r
Scheme in [16] < f(n +1) n = log, ¢
Scheme in [17] Ln-1) n" &
Our scheme in
one coset < f(n —1)(a—s) n<(g*—-1) ¢ <rall
Our scheme in 0+ ¢
two cosets <(n-1)=* n<2(¢" - 1) 7 Saalf
Our scheme in P o a lla=1™
multiple cosets 1 <pAlt (=1 -2) | n<(¢" —1m for some integer m
Our scheme in P) . . Ua~mm™
multiple cosets 2 Fn— 14— 1)(¢" - 2) n<(¢* —m for some integer m

TABLE II
Comparison of different schemes for multiple erasures. When a = ¢ and s = £ our scheme in one coset is the scheme 1 in [19]. When a = 1, our
schemes in multiple cosets is the scheme in [22].

repair bandwidth

code length restrictions

Scheme 1 in [19] < (n—e)e— A== n<qt ¢ <re< /loggn
Scheme 2 in [19] < min((n— ¢/)(¢ — log, (2=F=1)))) n < qt
e’ >e
Scheme in [22] P n" 0
Our scheme for multiple erasures el a s 1
in one coset <Zm—e)a—s) n<(¢*—=1) | ¢® <rall,e < = /log,n

Our scheme for multiple erasures
in multiple cosets

el
n—=k

(n—e+(n—k+e)q® —2))

l/a =~ m™

< (q* — -
n=(q Dm for some integer m

ooy Ugrpe(a®)} is a basis
, e} is its dual basis.

Suppose {vg*p1(a*), Voxp2(a®),
for F over B, and assume {u1, o, . ..
Then, f(a*) can be repaired by

14

fla®) = Z witre /e (vaspi(a®) f(a®)).

=1

®)

Since v+ is a non-zero constant, we equivalently suppose
that {p1(a*),...,pe(a™)} is a basis.

In fact, by [6] any linear repair scheme of RS code for the
failed node f(a*) is equivalent to choosing p;(x),j € [¢],
with degree smaller than r, such that {p;(a*),...,pe(a*)}
forms a basis for F over B. We call this the full rank
condition:

spe(@)}) =L )

The repair bandwidth can be calculated from (7) and by
noting that v; f(«;) is a constant:

>

aEA,a#a*

rankg({p1(a”), p2(a”),. ..

b:

ype(@)}). (10)

rankg({p1(a), p2(a), ...

We call this the repair bandwidth condition.

The goal of a good RS code construction and its repair
scheme is to choose appropriate evaluation points A and
polynomials p;(z),j € [{], that can reduce the repair
bandwidth in (10) while satisfying (9).

The following lemma is due to the structure of the
multiplicative group of I, which will be used for finding

the evaluation points in the code constructions in this paper.
Similar statements can be found in [3, Ch. 2.6].

Lemma 1. Assume E < F = GF(q"), then F* can be par-
£

titioned to ¢ £ \(fm%ll cosets: {E*, BE*, B2E*, ..., B71E*},

where [ is a primitive element of F.

Proof- The ¢ — 1 elements in F* are
{1,6,627...,6‘12_2} and E* C F*. Assume that ¢ is
the smallest nonzero number that satisfies §° € IE*,
then we know that f¥ € E* if and only if t|k. Also,
pFr £ BR2 when ki # ky and ki, ks < ¢f — 2.
Since there are only |E| — 1 nonzero distinct elements
in E* and qu_l = 1, we have t = ﬁé—:ll and
the ¢ cosets are [E* {l,ﬂt,ﬂ%,...,Bé‘m*?)t},
ﬂE* — {ﬂ7ﬁt+l,ﬁ2t+1,~~«,ﬂ(‘E‘72)t+1}, o 5t71]E* —
(Bt-1, g1 gt=1 . BUEI-Di-1y, -

III. REED-SOLOMON REPAIR SCHEMES FOR SINGLE
ERASURE

In this section, we present our schemes in which the eval-
uation points are part of one coset, two cosets and multiple
cosets for a single erasure. From these constructions, we
achieve several different points on the tradeoff between the
sub-packetization size and the normalized repair bandwidth.
The main ideas of the constructions are:

(i) In all our schemes, we take an original RS code, and
construct a new code over a larger finite field. Thus, the
sub-packetization size /¢ is increased.



(ii) For the schemes using one and two cosets, the code
parameters n, k are kept the same as the original code.
Hence, for given n,r = n — k, the sub-packetization size ¢
increases, but we show that the normalized repair bandwidth
remains the same.

(iii) For the scheme using multiple cosets, the code length
n is increased and the redundancy r is fixed. Moreover, the
code length n grows faster than the sub-packetization size .
Therefore, for fixed n,r, the sub-packetization ¢ decreases,
and we show that the normalized repair bandwidth is only
slightly larger than the original code.

A. Schemes in one coset

Assume E = GF(q?) is a subfield of F = GF(q*) and
B = GF(q) is the base field, where ¢ is a prime number.
The evaluation points of the code over [ that we construct
are part of one coset in Lemma 1.

We first present the following lemma about the basis.

Lemma 2. Assume {&1,&a,... ,fg;f .
GF(q") over B = GF(q), then {¢& &1 ...
is also a basis.

Proof: Assume {é“fs , 5357 e

is a basisg for F =
& 1 s el

,525 }. s € [¢] is not a basis

for F over B, then there exist nonzero (ay,as, ..., ap),q; €
B, i € [¢], that satisfy
€l + @l 4o+l
=0
=(anr +asks + -+ ake)”, (11)
which is in contradiction to the assumption that

{&1,&,...,&} is a basis for F over B. [ |
The following theorem shows the repair scheme using one
coset for the evaluation points.

Theorem 1. There exists an RS(n,k) code over F =
GF(q*) with repair bandwidth b < £(n—1)(a—s) symbols
over B = GF(q), where g is a prime number and a, s satisfy
n<q*q¢ <n-—k, all.

Proof: Assume a field F = GF(q") is extended from
E = GF(q*), a | ¢, and § is a primitive element of F. We
focus on the code RS(A,k) of dimension k over F with
evaluation points A = {ay, ag,...,a,} C f™E* for some
0<m< Z:j, which is one of the cosets in Lemma 1.
The base field is B = GF(q) and (6) is used to repair the
failed node f(a™).
Construction I: Inspired by [6], for s = a — 1, we choose

- ST )
N

where {&1,&2,...,&.} is a basis for E over B. The degree

of p;(z) is smaller than r since ¢° < r. When = = a*, by

(4) we have

J € [al, 12)

pia*) =¢&;. (13)

So, the polynomials satisfy

Tankm;({p1(oé*),p2(a*),...,pa(a*)}) = a. (14)
When x # o*, since trE/B(fj(B%—g—;)) €B,and 5 —gw
is a constant independent of j, we have

rankg({p1(z),p2(x),...,pa(x)}) = 1. (15)

Let {n1,72,7m3,...,M¢/a} be a basis for F over E, the ¢
repair polynomials are chosen as

{mp; (), m2p; (@), ... mejaps(@) : j € la]}. (16)
Since p;(z) € E, we can conclude that
ranks({mp; ("), n2p; (@), -, me/apj (@) 2 j € [a]})
Pala®)}) =L (17)

satisfies the full rank condition, and for x # o*

= Lranks({p (@), p2(a"), ...

ranks({mp;(x), n2pj (%), ..., Mesaps () 2 § € [a]})

l /
= Erankm({pl(x),pQ(x), v ,pa(a:)}) = a (18)
From (10) we can calculate the repair bandwidth
14
b=—-(n-1). 1
a(n ) (19)

Construction II: For s < a — 1, inspired by [7], we choose

q° -1 "
pi@) =& ] (;n = (;‘m w;lgj» ,j € a], (20)

i=1

where {&1,&2,...,&,} is a basis for E over B, and W =
{wo = 0, w1, wa,...,wg=—1} is an s-dimensional subspace
inE, s <a,q® <r. Itis easy to check that the degree of
pj(x) is smaller than r since ¢° < r. When x = a*, we
have

q°—1
p;(a*) = §;-T H w; L. (21)
i=1
q°—-1
Since [] w; lisa constant, from Lemma 2 we have
i=1
rankg({p1(a”), p2(a®),...,p.(a™)}) = a. (22)
For x # a*, setx/:g—fnfﬁ€E, we have
oty o
p@) =6 1 (5~ (G -wi's))
i=1 s s
q¢°—1
=& [ wi'e—a)
i=1
q° -1 q° -1
=& [ (wi'a) I /2" — w)
i=1 i=1
q°—1 q°—1
= @) [ ]G/ —w). @3
i=1 i=0



q°—1

By [35, p. 4], g(y) = ]I (y — w;) is a linear mapping
i=0

from [E to itself with dimension ¢ — s over B. Since

(') TI (w; ') is a constant independent of j, we have
i=1

rankg({p1(z),p2(x), ...
Let {771777277737 e

Pa(2)}) < a—s. 24)

,Me/a} be a basis for F over E,

then the ¢ polynomials are chosen as {mp;(z),
n2pj(x)7'--7n€/apj($)aj € [a]} From (21) and (23)
we know that p;(z) € E, so we can conclude that
ranks({mp; ("), n2p; (@), ... mejap; (@) 1 j € [a]})
E * * *
= amnkm({pl(a ), p2(a”), ..., pa(Q”)}) = £ (25)
satisfies (9), and for x # o*
ranks({mp;(x),m2p; (), ., nesapi(x) : j € [a]})
12 l
= grank]}g({pl(w),pQ(l'), cee 7pa(x)}) < 7(0’ - S) (26)
Now from (10) we can calculate the repair bandwidth
/
b< —(n—1)(a—s). 27
a
Combining (19) and (27) will complete the proof of Theo-
rem 1. |

Rather than directly using the schemes in [6] and [7],
the polynomials (12) and (20) that we use are similar to
[6] and [7], respectively, but are mappings from E to B.
Moreover, we multiply each polynomial with the basis for
F over E to satisfy the full rank condition. In this case,
our scheme significantly reduces the repair bandwidth when
the code length remains the same. Our evaluation points are
in a coset rather than the entire field IF as in [6] and [7].
It should be noted that a here can be an arbitrary number
that divides ¢ and when a = /¢, our schemes are exactly the
same as those in [6] and [7]. Note that the normalized repair
bandwidth ; 1) decreases as a decreases. Therefore, our
scheme outperforms those in [6] and [7] when applied to
the case of £ > log, n

Example 1. Assume ¢ = 2,/ = 9,a = 3 and E =
{0,1,a, 02, a}. Let A = E*, n = 7,k = 5
sor = n—k = 2. Choose s = logor = 1 and

W = {0,1} in Construction II. Then, we have p;(z) =
&i(r —a® +&). Let {51,52,55} be {1,a,a?}. It is easy
to check that rankg({p1(a*),p2(a*),ps(a*)}) = 3 and
rankg({p1(z), p2(x),p3(x)}) = 2 for & # a*. Therefore
the repair bandwidth is b = 36 bits as suggested in Theorem
1. For the same (n, k, ¢), the repair bandwidth in [7] is 48
bits. For another example, consider RS(14,10) code used
in Facebook [33], we have repair bandwidth of 52 bits for
¢ = 8, while [7] requires 60 bits and the naive scheme
requires 80 bits.

Remark 1. The schemes in [6] and [7] can also be used in
an RS code over E with repair bandwidth (n—1)(a—s), and

with ¢/a copies of the code. Thus, they can also reach the
repair bandwidth of £(n—1)(a—s). It should be noted that
by doing so, the code is a vector code, however our scheme
constructs a scalar code. To the best of our knowledge, this
is the first example of such a scalar code in the literature.

B. Schemes in two cosets

Now we discuss our scheme when the evaluation points
are chosen from two cosets. In this scheme, we choose the
polynomials that have full rank when evaluated at the coset
containing the failed node, and rank 1 when evaluated at the
other coset.

Theorem 2. There exists an RS(n,k) code over F =
GF(q*) with repair bandwidth b < (n — 1) symbols
over B = GF(q), where ¢ is a prime number and a satisfies
n < 2(q*—1), alt, 5 <n-—k.

Proof: Assume a field F = GF(q") is extended from
E = GF(¢*) and 3 is the primitive element of F. We focus
on the code RS(A, k) over F of dimension & with evaluation
points A consisting of n/2 points from BmlE* and n/2
p01nts from f™2E*, 0 < my < mg < Z
¢, s€{0,1,..., £}
In this case we view [E as the base field and repair the
failed node f(a*) b

and mo—myp =

tre/e(vasp;(a®) f(@”))
=— > treg(vip;(@)f(a)). (28)
i=1,a; #a*
Inspired by [6, Theorem 10], for j € [£], we choose
(gwz)' 1, if a* € f™ME",
pi) =19 P e (29)
(557)771, if a* € fm2E".

The degree of p;(z) is smaller than r when g < r. Then,
we check the rank in each case.
When o € g™E*, if x = g™y € f™E*, for some

v e E*,
z \'7! .
pilx) = ( 6"“) =71, (30)
SO
rank:E({pl(m),pg(m),...,pg(x)}) =1 31)
If x = ™2y € g™2E", for some v € E*,
pe) = (gm) =yt )

Since my — my = ¢° and {1,4,B%...,8:" '} is the
polynomial basis for F over E, from Lemma 2 we know
that

rankg({p1(z), p2(x), ... (33)

P ="



When o* € g™E*, if x = g™ty € g™E*, for some
v € E*,

z \'7!
n) = (50
_ (B"n—mz)j—l,yj—l
— (Bmgfml)lf (67712*7711)5*]'7.7*1‘

Since (8™27™1)1~% is a constant, from Lemma 2 we know
that

£
a

(34)

/
rank]g({pl(:r),pg(x),...,pé(x)}) = (35)
If © = ™2~ € f™m2E*, for some v € E*,
z /7! )
pi(x) = (Wz) =777, (36)
SO
rank‘E({pl(x),pg(x),...,pg(x)}) =1. (37)

Therefore, {p;(a*), j € [£]} has full rank over E, for any
evaluation point a* € A. For z from the coset containing
a*, the polynomials have rank ¢/a, and for x from the
other coset, the polynomials have rank 1. Then, the repair
bandwidth in symbols over B can be calculated from (10)
as

{n n
b= 5(5 -1) log, [E| + 0 log, |E|
{4+a (—a
= — 1 —
L
<(n—1) ;a. (38)
Thus, the proof is completed. ]

Example 2. Take the RS(14,11) code over F = GF(2'2)
for example. Let 3 be the primitive element in F, a = 4,
s={/a=3and A =FE*UpBE*. Assume o* € SE*, then
{pj(z),j € [3]} is the set {1, z,2?}. It is easy to check that
when z € SE* the polynomials have full rank and when z €
[E* the polynomials have rank 1. The total repair bandwidth
is 100 bits. For the same (n, k, £), the repair bandwidth of
our scheme in one coset is 117 bits. For the scheme in
[6], which only works for //a = 2, we can only choose
a = 6 and get the repair bandwidth of 114 bits for the same
(n, k,0).

C. Schemes in multiple cosets

In the schemes in this subsection, we extend an original
code to a new code over a larger field and the evaluation
points are chosen from multiple cosets in Lemma 1 to
increase the code length. The construction ensures that
for fixed n, the sub-packetization size is smaller than the
original code. If the original code satisfies several conditions
to be discussed soon, the repair bandwidth in the new
code is only slightly larger than that of the original code.

Particularly, if the original code is an MSR code, then we
can get the new code in a much smaller sub-packetization
level with a small extra repair bandwidth. Also, if the
original code works for any number of helpers and multiple
erasures, the new code works for any number of helpers
and multiple erasures, too. We discuss multiple erasures in
Section IV.

We first prove a lemma regarding the ranks over different
base fields, and then describe the new code.

Lemma 3. Let B = GF(q),F' = GF(¢"),E = GF(¢%),
F = GF(¢"),¢ = af'. a and ¢ are relatively prime and
q can be any power of a prime number. For any set of
{’717’}/27 ...,’7@/} - F < F, we have

rankg({v1, Y2, - Ve })

:TGJTL]{?IB({VI”}/27 "'77@'})' (39)

Proof: Assume rankg({v1,72,...,v¢}) = ¢ and with-
out loss of generality, {71,72, ..., V.| are linearly indepen-
dent over B. Then, we can construct {7, ,Veio,---, Y} C
[’ to make {v1,72, s Yes Vg1 Veqos - Ve } form a basis
for F’ over B.

Assume we get F by adjoining 8 to B. Then, from
[36, Theorem 1.86] we know that {1, 8, 52, ..., 8 1} is
a basis for both F over E, and F’ over B. So, any sym-
bol y € F can be presented as a linear combination of
{1,8,82,..., 81} with some coefficients in E. Also, we
know that there is an invertible linear transformation with
coefficients in B between {v1,72, .-, Ve, Vo 15 Vet - Vor }
and {1, 8, 82, ..., B ~1}, because they are a basis for F’ over
B. Combined with the fact that {1, 3, 52, ..., 3¢ ~'} is also a
basis for IF over [E, we can conclude that any symbol y € F
can be represented as

Yy=x171 +T2Y2 + . + TeVe + Tep1Voqr + oo + TeVp
(40)

with some coefficients z; € [, which means that
{715 925 s Yes Ve 15 Veg2s - Vo } 15 also a basis for F over
E. Then, we have that {v1,72, ..., 7.} are linearly indepen-
dent over E,

ranke ({71, v2, ..., e })
>c
=ranks({71,72, .., e/ })- 4D
Since B < E, we also have
rankg({y1, Y2, Ve })
<ranks({y1,72, .., 7' })- (42)
The proof is completed. u

Theorem 3. Assume there exists a RS(n', k') code &”
over F' = GF(q") with evaluation points set A’. The
evaluation points are linearly independent over B = GF(q).
The repair bandwidth is &’ and the repair polynomials are



pj;(x). Then, we can construct a new RS(n, k) code & over
F=GF(¢"), 0 =al withn = (¢ —1)n',k=n—n'+k
and repair bandwidth of b = ab’(¢* — 1)+ (¢* —2)¢ symbols
over B = GF(q) if we can find new repair polynomials
pj(z) € Flz],j € [¢'], with degrees less than n — k that
satisfy

rankg({p1(z), p2(2),...,pe(z)})
=ranks({pi(a), pa(a), ..., pp(@)})
for all « € A’,z € aE*, where E = GF(q%).

(43)

Proof: We first prove the case when a and ¢ are
necessarily relatively prime using Lemma 3, the case when
a and ¢’ are not relatively prime are proved in Ap-
pendix A. Assume the evaluation points of & are A’ =
{a1,@s,...,a, }, then from Lemma 3 we know that they
are also linearly independent over E, so there does not exist
vi,v; € E* that satisfy a;y; = o;, which implies that
{1 E*, apE*, ..., v,y E*} are distinct cosets. Then, we can
extend the evaluation points to be

A={aE*, ", ... aE*}. (44)

and n = (¢* — 1)n’. We keep the same redundancy r =

n' — k' for the new code so k =n —r.
For the new code &, we use p;(z) € Flz],j € [¢] to
repair the failed node f(a*)

tre/g(Varpj(a®) f(a”))
=- Z tre/e(vap; (@) f(a)).
a€A,aFa*

Assume the failed node is f(a*) and o* € «;E*. Then,
for the node x € o;[E*, because the original code satisfies
the full rank condition, we have

(45)

rankg({p1(z),p2(x),...,per(x)})
:Tankﬂ%({pll (O‘i)ﬂp;(ai)v e ADZ;(O@)}) =1,
then we can recover the failed node with p;(x), and each
helper in the coset containing the failed node transmits ¢’

symbols over E.
For a helper in the other cosets, = € aE*, € # i, by (43),

rankg({p1(x),p2(z), ..., pe(z)})
=rankp({p(ac), py(ac), ..., ppr(ae)}),
then every helper in these cosets transmits n,b—Ll symbols in
E on average.

The repair bandwidth of the new code can be calculated
from the repair bandwidth condition (10) as

b/

(46)

(47)

b= 1 (' = D|E*|-a+ (E*| = 1) -a
=ab'(¢" = 1) + (¢" — 2)¢ 48)
which completes the proof. [ |

Note that the calculation in (48) and (38) are similar in the
sense that a helper in the coset containing the failure naively

transmits the entire stored information, and the other helpers
use the bandwidth that is the same as the original code.

As a special case of Theorem 3, when b’ = %/(n’ -1)
matching the MSR bound (1), we get

b=t 1)+ 1) - 2),

(49)

where the second term is the extra bandwidth compared to
the MSR bound.

Next, we apply Theorem 3 to the near-MSR code [16]
and the MSR code [17]. The first realization of the scheme
in multiple cosets is inspired by [16].

Theorem 4. There exists an RS(n,k) code over F =
GF(q") of which n = (¢® — 1)log, £ and al¢, such that
the repair bandwidth satisfies b < £ 41+ —k—
1)(g¢* —2)], measured in symbols over B = GF(q) for some
prime number gq.

Proof: We first prove the case when a and /' are
relatively prime using Lemma 3, the case when a and ¢
are not necessarily relatively prime are proved in Appendix
A. We use the code in [16] as the original code. The
original code is defined in F' = GF(¢") and ¢/ = . The
evaluation points are A’ = {B,Br,ﬁ”z, N L
B is a primitive element of F’.

In the original code, for ¢ = 0,1,2,...,¢ — 1, we write
its r-ary expansion as ¢ = (¢p/Cpr—1 ... c1), where 0 < ¢; <
7 — 1 is the ¢-th digit from the right. Assuming the failed
node is f (6"171), the repair polynomials are chosen to be

"} where

pi(x) = %, ¢; =0,5s=0,1,2,...,r =Lz € F'. (50)
Here c varies from 0 to ¢/ —1 given that ¢; = 0, and s varies
from 0 to » — 1. So, we have ¢ polynomials in total. The
subscript j is indexed by ¢ and s, and by a small abuse of
the notation, we write j € [¢'].

In the new code, let us define E = GF(¢®) of which
a and ¢’ are relatively prime. Adjoining S to E, we get
F = GF(¢*),¢ = al'. The new evaluation points are
A = {BE*,B"E*,7°E*,..., 3" 'E*}. Since A’ is part
of the polynomial /basis for F' over B, we know that
{Bﬁr,ﬁTQ, LB 71} are linearly independent over B.
Hence, we can apply Lemma 3 and the cosets are distinct,
resulting in n = |A| = (¢° — 1) log, £.

In our new code, let us assume the failed node is f(a™*)
and a* € 8 C, and we choose the polynomial p;(x) with
the same form as p;-(x),

pj(z) = B°%°%,¢;=0,5s=0,1,2,...,r— 1L,z € F. (51)

For nodes corresponding to z = BTt'y € BTtE*, for some
~v € E*, we know that

pj(a) = B® = B(YB7 ) =P (B7).  (52)



Since p;. (5”) € I/, from Lemma 3, we have

ranks({vp (87 ), P87 s VP (B7)))
=rankg({p} (8" ), p5(B"), ... 0k (B7)})
=ranks({p) (8" ), (8™ ), .., 0l (B")}),

which satisfies (43). Since the repair bandwidth of the
original code is b’ < (n' + 1)%, from (48) we can calculate
the repair bandwidth as

(53)

b=ab(¢" — 1)+ (¢ — 2)¢
< -0 -2) (54)

where the second term is the extra bandwidth compared to

the original code. [ |
Example 3. We take an RS(4,2) code in GF(2'9) as
the original code and extend it with @ = 3,|E*| = 7 to

an RS(28,26) code in GF(2*) with normalized repair
bandwidth of -5y, < 0.65. The RS(28,26) code in [16]
achieves the normalized repair bandwidth of ﬁ < 0.54,
while it requires £ = 2.7 x 108. Our scheme has a much
smaller ¢ compared to the scheme in [16] while the repair

bandwidth is a bit larger.

In the above theorem, we extend [16] to a linearly larger
sub-packetization and an exponentially larger code length,
which means that for the same code length, we can have a
much smaller sub-packetization level.

Next, we show our second realization of the scheme in
multiple cosets, which is inspired by [17]. Different from
the previous constructions, this one allows any number of
helpers, £ < d < n — 1. The sub-packetization size in the
original code of [17] satisfies ¢/ ~ (n’)™ when n/ grows
to infinity, thus in our new code it satisfies ¢ ~ a(n’)™ for
some integer a.

Theorem 5. Let ¢ be a prime number. There exists
an RS(n,k) code over F = GF(¢*) of which ¢ =
a5q1G2--q oy » where ¢; is the i-th prime number that
satisfies s|(¢; — 1),s = d — k + 1 and a is some integer.
d is the number of helpers, k¥ < d < (n — 1). The average
repair bandwidth is b = g5y [0 —1+(d—k) (¢ ~2)]
measured in symbols over B = GF(q).

Proof: We first prove the case when a and ¢ are
relatively prime using Lemma 3, the case when a and ¢
are not necessarily relatively prime are proved in Appendix
A. We use the code in [17] as the original code, where the
number of helpers is d’. We set n—k = n’—k’ and calculate
the repair bandwidth for d helpers from the original code
when d' = d — k + k'. Let us define F,(«) to be the field
obtained by adjoining « to the base field B. Similarly, we
define Fy(aq,as, ..., ay) for adjoining multiple elements.
Let a; be an element of order ¢; over B. The code is defined
in the field F/ = GF(¢") = GF(q°?9%"), which is the

degree-s extension of F,(a1, s, ...
points are A’ = {1, az,...,an }.
Assuming the failed node is f(«;) and the helpers are
chosen from the set R’, |R'| = d’, the base field for repair
is F';, defined as F'; £ F,(a;,j € [n'],j # i). The repair
polynomials are {n:p(a;),t € [gi],j € [s]}, where

, ). The evaluation

pi(x)=a""g(x),j € [s],x € F,

II

acA/(R'U{a;})

(55)

g (x) = (x —a),z e F. (56)

and n; € F';t € [¢], are constructed in [17] such that
{nepf(i)t € [q],j € [s]} forms the basis for F' over
IF’;. The repair is done using

trpe e, (Vo Py () (i)

’
n

== Y trege, (Ve (o) f (o).

e=1,e#1

For x ¢ R’ U {a;}, pi(¥) = 0, so no information is
transmitted. The original code reaches the MSR repair
bandwidth

V=3 ranks, ({n)(ad) s £ € [a],j € [s]})
ecR/
ae
Cd -k 1 (58)
In our new code, we define E = GF(¢%) = Fy(ant1)
where a and ¢’ are relatively prime, and «,,+1 is an element
of order a over B. Adjoining the primitive element of
F' to E, we get F = GF(¢%),¢{ = af’. The new code
is defined in F. We extend the evaluation points to be
A={anE*, axE*, ... a,E*}. Since {1, ag, ..., ay, } are
linearly independent over B, we can apply Lemma 3 and
the cosets are distinct. So, n = |A] = (¢* — 1)n/.
Assuming the failed node is f(a*) and o* € ;E* and
the helpers are chosen from the set R, |R| = d, the base
field for repair is IF;, which is defined by F; = F,(«a;,j €
[n+1],75 # i), for i € [n]. We define the repair polynomials
{mep;(@), ¢ € [a:), € [5]}, where

pi(z) =a'"g(x),j € [s],z €F,

[1

acA/(RU{a*})

(57

(59)

g(x) = (x —a),z €F, (60)

and 7, is the same as that in the original code. Then, we
repair the failed node by

trer, (Vo mepj (™) f(a™))

=— > tremampi(@f(@). (6D
acA,aFa*
For z € aE*, o € A’, we have
pi(x) =~+""ta?"lg(x), 5 € [s], (62)



for some v € E*. If z ¢ R U {a*}, since g(z) = 0, no
information is transmitted from node x. Next, we consider
all other nodes.

For x = ay, € A, since g(x) is a constant independent
of j, v € ECT; and 1, ; € F/, from Lemma 3 we have

ranks, ({nep1 (), nep2(x), ... meps(x) = € [a]})
=rankg, ({n, niye, ..,y " rat Tl t € [qi]))
=rankg, ({ns, nec, ..., mea ot € [qi]})
=rankp,({ne, mar, ..., ne® "t ot € [q]})
:Ta“ﬁwﬁ({ﬂﬂﬁ(oﬂ»ﬂﬂé(@)w~'7ﬂﬂﬁ(a)317€[QJ}1%3)

which satisfies (43).

When £ < d < n — 1, assuming the helpers are
randomly chosen from all the remaining nodes, the average
repair bandwidth for different choices of the helpers can be
calculated as

ba n—1—(¢"—2) q* —2

/
= _— 4
b=d | R (64)
d d , )
STkl Tnoid k1@ P2 63)

Here in (64) the second term corresponds to the helpers
in the failed node coset, the first term corresponds to the
helpers in the other cosets, and in (65) we used d' — k' =
d—k. [ |

In the case of d = n— 1, the repair bandwidth of the code
in Theorem 5 can be directly calculated from (48) as

b=ab (¢* — 1)+ (¢° — 2)¢
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In (65) and (66), the second term is the extra repair band-
width compared to the original code.

In Theorems 4 and 5, we constructed our schemes by
extending previous schemes. However, it should be noted
that since we only used the properties of the polynomials
pj;(w), we have no restrictions on the dimensions £" of the
original codes. So, in some special cases, even if k' is
negative and the original codes do not exist, our theorems
still hold. Thus, we can provide more feasible points of
(n, k) using our schemes. This is illustrated in the example
below.

Example 4. Let us take the RS(12,8) code as an example.
Weset q =2,s=4,¢1 = 5,0 =9,qg3 =13 and a = 7.
Then, ¢/ = 2340 and ¢ = 16380. Assuming the failed node
is f(a*) and o* € ;1 C, then we repair it in F; and set
the polynomials in (59). We can easily check that when
x € onC, ranky, {np1(x), mp2(x),...,mps(x) : t €
[5]}) = 20 and when x in other cosets, rankg, ({n:p1(z),
mp2(x),....,mps(x) : t € [5]}) = 5. Therefore, we
transmit 100 symbols in [y, which can be normalized to

(n_bl) 7 = 0.4545. Compared with the scheme in [17], which

need ¢ = 2.4 x 10*° and ﬁ = 0.25, we provide a
tradeoff between ¢ and b.

It should be noted that in this example, the RS(12,8)
code needs to be extended from an RS(3,—1) code, which
does not exist. However, since we only used the properties
of the polynomials p’;(x) and p;(z), the new S5(12,8) code
still works.

D. Numerical evaluations and discussions

In this subsection, we compare the existing and the
proposed schemes. Table I shows the repair bandwidth and
the code length of each scheme. For the comparison, we first
show in Figures 1 and 2 the performance of each scheme
when the sub-packetization changes, given (n, k) = (12, 10)
and (12, 8), respectively. We only consider n — 1 helpers.
Two single points (log,(¢) = 53.5, ﬁ = 0.50) in
RS(12,10) codes and (log,(¢) = 64.4, (n_%)g = 0.25) in
RS(12,8) codes are not shown in the figures, they can be
achieved by both our second realization in multiple cosets

and [17]. We make the following observations.

n=12,k=10

o
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o
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Sub-packetization size (log2(l))

Fig. 1. Comparison of 3 schemes, ¢ = 2,n = 12,k = 10,r = 2, x-
axis is the log scale sub-packetization size, y-axis is the normalized repair
bandwidth.

1) For a fixed (n, k), we compare the normalized repair
bandwidth b/[(n — 1)¢] in different sub-packetization
sizes. In our schemes in multiple cosets, we have a
parameter a to adjust the sub-packetization size. From
Theorems 4 and 5 we know that for ’the two schemes,
{=a-r7 and £ ~ a - (ﬁ)(q%l), respectively,
which means that increasing a will decrease the sub-
packetization /. In our schemes in one coset and two
cosets, the parameter a is determined by code length
n, and will not be changed by increasing ¢, neither will
the normalized repair bandwidth. When ¢ = 2, a = 1,
the two schemes in multiple cosets coincides with [16]
and [17], respectively.
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Fig. 2. Comparison of 3 schemes, ¢ = 2,n = 12,k = 8,7 = 4, x-
axis is the log scale sub-packetization size, y-axis is the normalized repair
bandwidth. The scheme by Chowdhury and Vardy is in [32], the scheme
by Ye and Barg is in [16], and the full-length code is in [6] and [7].

2) The scheme in [32] also achieves one tradeoff point in
Figure 2, which can be viewed as a special case of our
scheme in multiple coset 1.

3) For fixed n, k, our schemes are better than the full-
length code in [6] and [7] for all ¢, except when £ = 4,
for which our scheme in one coset is identical to the
full-length code.

4) While the repair bandwidth of the full-length code
grows with ¢, our schemes in one coset and two
cosets have a constant normalized bandwidth, and our
schemes in multiple cosets have a decreasing normal-
ized bandwidth with .

5) For small ¢: the schemes in one coset and two cosets are
better than those in multiple cosets; when n = 12, k =
10,4 < ¢ < 48, the scheme in two cosets provides the
lowest bandwidth; when n = 12,k = 8,4 < ¢ < 768,
one can show that the scheme in one coset has the
smallest bandwidth.

6) For large ¢: the first realization in multiple cosets
has better performance than the second realization in
multiple cosets, but our second realization works for
any number of helpers.

IV. REED-SOLOMON REPAIR SCHEMES FOR MULTIPLE
ERASURES

In this section, we first present two definitions of the
repair schemes for multiple erasures in a MDS code: linear
repair scheme definition and dual code repair definition.
We prove the equivalence of the two definitions. Then, we
present two schemes for repairing multiple erasures in Reed-
Solomon codes, where the evaluation points are in one coset
and multiple cosets, respectively.

A. Definitions of the multiple-erasure repair

Let us assume a scalar MDS code & over F = GF(q")
has dimension k£ and code length n. Let a codeword
be (Ci,Cs,...C,,). Without loss of generality, we assume
{C1,Cs,...,C,} are failed, e < n — k, and we repair them
in the base field B = GF(q), where ¢ can be any power of a
prime number. We also assume that we use all the remaining
d = n — e nodes as helpers. The following definitions are
inspired by [5] for single erasure.

Definition 1. A linear exact repair scheme for multiple
erasures consists of the following.
1) A set of queries QQ; C F for each helper Ci,e +1 <
t < n. The helper C; replies with {vC;,vy € Q:}.
2) For each failed node C;,i € [e], a linear repair scheme
that computes

£
Ci=>_ Nimfim, (67)
m=1

where {1, fhiz, ..., e} is a basis for F over B and
coefficients \;,, € B are B-linear combinations of the
replies

Xim =Y Y Bimyt - tres(7Ch),  (68)

t=e+1~v€Q:

with the coefficients 3;,,,: € B. The repair bandwidth
is

¢
b= Z rankg(Qy).

t=e+1

(69)

In the following definition, we consider e/ dual codewords
of &, and index them by i € [e],j € [f], denoted as
(Cij1,Cliay - - -, Cjjy,)- Since they are dual codwords, we
know that 7", C;C};, = 0.

Definition 2. A dual code scheme uses a set of dual
codewords {(Cj;1,Cljas---,Clyy,) 21 € le],j € [(]} that
satisfies:

1) The full rank condition: Vectors

Vij = (Cij1s Cijzs - Cge)si € [el G € 4], (70)
are linearly independent over B.
2) The repair bandwidth condition:
n
b= Z rankg({Cjj; ci € [e],j € [(]}).  (T1)

t=e+1

We repair nodes [e] from the linearly independent equa-
tions

ZtTF/IB(CZ{jUO'U) =— Z tre/s(Ci;:Ct), i € [e], j € [4].
v=1 t=e+1
(72)



Here we use the same condition names as the single
erasure case, but in this section, they are defined for multiple
erasures.

Theorem 6. Definitions 1 and 2 are equivalent.

The equivalence of Definitions 1 and 2 follows similarly
as arguments in [6], except that we need to first solve e
failed nodes simultaneously and then find out the form of
each individual failure (67). The detailed proof of Theorem
6 is shown in Appendix B, part of which uses Lemma 4 in
Section IV-B.

Remark 2. In this paper, we focus on repairing RS code
and apply Theorem 6 to RS code. From [2, Thm. 4 in
Ch. 10] we know that with the polynomial p;;(z) €
Flx] for which the degrees are smaller than n — k,
(vipij (@), vapij(@2), . .., Unpij(an)) is the dual codeword
of RS(n,k), where v;,i € [n] are non-zero constants
determined by the evaluation points set A. So, in RS code,
Definition 2 reduces to finding polynomials p;;(z) with
degrees smaller than n — k. In what follows we use p;; (o)
to replace the dual codeword symbol C;;, in Definition 2 for
RS code. One can easily show that the constants v;,i € [n]
do not affect the ranks in the full rank condition and the
repair bandwidth condition.

B. Multiple-erasure repair in one coset

There are several studies about the multiple erasures for
full-length RS codes [18] and [19]. Inspired by these works,
we propose our scheme for multiple erasures in one coset.

From Theorem 6, we know that finding the repair scheme
for multiple erasures in RS code is equivalent to finding
dual codewords (or polynomials) that satisfy the full rank
condition and repair bandwidth condition. Given a basis
{&1,&2,...,&} for F over B, we define some matrices as
below. They are used to help us check the two rank condi-
tions according to Lemmas 4 and 5, whose proofs are shown
in Appendices C and D, respectively. Let the evaluation
points of an RS code over F be A = {a1,...,a,}. Let
pij(z),1 € [e],j € [{], be polynomials over I, and B a
subfield of [F. Define

tri/m(&1pii (o)) tre/m(§epin (ay))
trr/g(§1pi2 () tre/s(§epiz(ay))
o = : : . (73)
tre/m(§1pie(ae)) tri/m(Eepie(out))
St Si2 Ste
L |S21 S22 Sae
S=1 . : : (74)
Sel 582 See
Lemma 4. The following two statements are equivalent:
1) Vectors Vi = (pij(a1),pij(az),....pij(ae)),i €

[e], 7 € [¢] are linearly independent over B.

2) Matrix S in (74) has full rank.

Lemma 5. For t € [n], consider S;; in (73),

) = rankg({pij(cu) : i € [e],j € [€]}). (75)

Set

Theorem 7. Let ¢ be a prime number. There exists an
RS(n, k) code over F = GF(q") of which n < ¢%,¢* <r
and a|¢, such that the repair bandwidth for e erasures is
b < %(n—e)(a— s) measured in symbols over B, for e
satisfying a > @(a —5)%

Proof: We define the code over the field F = GF(q")
extended by E = GF(q*), where 8 is the primitive
element of F. The evaluation points are chosen to be
A ={a1,qs,...,a,} CE*, which is one of the cosets in
Lemma 1. Without loss of generality, we assume the e failed
nodes are {a1,as,...,a.}. The base field is B = GF(q).
Construction ITI: We first consider the special case when
s = a — 1. In this case, inspired by [19, Proposition 1], we
choose the polynomials

5it7’E/B(%f($ — )
pij(z) =

i €le],jela, (76)

r — Q4

where {1, 2, ..., e} is the basis for E over B, and
d; € E,i € le], are coefficients to be determined. From
[19, Theorem 3], we know that for a > E(ET_D, there exists
di,1 € [e] such that p;;(x) satisfy the full rank condition: the
vectors Vi; = (pij(oa), pij(az),...,pij(ae)),i € [e],j €
[a] are linearly independent over B and the repair bandwidth
condition:

n

Z rankg({pij(aq) 2 i € [e],j € [a]})

t=e+1
:(77,76)67 6(671)((]71)

; (77)

Then, let {n1,72,...,7Mq} be a set of basis for F over
E; we have the ef polynomials as {n,p;;j(z) : w €
[(/a),i € [e],j € [a]}. Since {n1,7m2,...,7¢/q} are linearly
independent over E and for any b;;, € B, bijwpij(x) e E,

we have

l
Z bijwnw‘/ij =0 <= Zbijw‘/;j = O7V’LU € [a}
1,7, W 1,7

(78)

Also, we know that there does not exist nonzero b;;,, € B
that satisfies Zl j bijwVi; = 0, so we have that vectors
{nwVij, w € [¢/a],i € le],j € [a]} are also linearly



independent over B. So, from Definition 2, we know that
we can recover the failed nodes and the repair bandwidth is

b =rankg({mpi;(x),...,ne/apij(x) 1 i € [e],j € [a]})

:grankﬁ({pij(x),i € lel,j € [al})

ele-=D(g-1)
- 2} : (79)

Construction IV: For s < a — 1, consider the polynomials

q°—1
pij(x) = 5?571% H (CE - (ai - w;llg)) ,J € lal,
3
(30)

where {1, 2, ..., pa} is the basis for E over B, W =
{wo = 0, w1, ws,...,wg=—1} is an s-dimensional subspace
inE, s <a,q®* <r, and §; € E,i € [e], are coefficients to
be determined.

When = = «;, we have

q°—1
pij(ai) = pf H w_ ! (81)
e=1
¢ -1
Since [] w:! is a constant, from Lemma 2 we have
e=1
rankg({pi1 (i), piz(i), - .., pialas)}) = a. (82)
For = # «ay, set ¥’ = a; — x, we have
q¢°—1 "
sS_1 _ ]
pij() =07~y I (wa 15*5_ - x')
e=1
q°—1 q°—1 1
= 51 71:U‘J' H (ws lm/) (5 Jl - 5)
T
e=1 e=1
q°—1 q°—1 y
— @y [Tt IT (£ ). 69
e=1 e=0 v
q°-1

By [35, p.- 41, g(y) = [] (y — we) is a linear mapping
=0
from E to itself with ilimension a — s over B. Since

L a
(8;2)9 T] (wz?!) is a constant independent of j, we have

e=1
TankB({pil(x),piQ(x), s apia(x)}) S a — S, (84)
which means that p;;(z) can be written as
pij(x) = 00> pjvhs, (85)
v=1

where {1, Aa,...,\q_s} are linearly independent over B,
Pjv € B, and they are determined by 6;, u; and x — ;.
From Lemma 4, we know that if the matrix S in (74) has
full rank, then we can recover the e erasures. It is difficult
to directly discuss the rank of the matrix, but assume that
the polynomials above satisfy the following two conditions:

1) Sy, € [e] are identity matrices.
2) For any fixed i € [e],

Sit - Sty = ngg,’i >ty >t (86)

Then, it is easy to see that through Gaussian elimination, we
can transform the matrix ST to an upper triangular block
matrix, which has identity matrices in the diagonal. Hence,
S has full rank.

Here, we choose {¢1,&a,...,&} to be the dual basis of
s q°—1 sq°—1 sq°—1
-1 _ _
{pi T1 wotipd 1 wotsoomg T1 wi'}h so
e=1 e=1 e=1

0,m # j,

87
1,m=j. &7

tre/g(Empij (i) = {

Therefore, S;;,i € [e] are identity matrices. We set §; = 1,
and recursively choose ¢; after choosing {91, da, ..., 0;—1} to
satisfy (86). Define ¢, = 47 , and ¢,,, to be the (m,p)-th

element in Sy, for m,p € [a]. (86) can be written as

Z CmptT/B(Empij(at))

m=1

=3 cmp O bjutr/p(EmdiAy)
v=1

m=1

=0,V € [a), (88)

where A, v € [a— s], are determined by J;, f1; and a; — ;.
Equation (88) is satisfied if

Z CmptTr/B(EmOiAy) = 0,v € [a —s],p € [a].  (89)

m=1

As a special case of Lemma 5, we have

rank(Sy) = ranks({pi;(ay),j € [€]}).

Then, from (84) we know that the rank of Sy, is at most
a — s, which means in (89) we only need to consider p
corresponding to the independent a — s columns of S,. So,
(89) is equivalent to (a—s)? linear requirements. For ¢/ € E,
we can view it as a unknowns over B, and we have

(90)

@e—0(i-1), o _el-1
f(a—s) ST(a—s)

linear requirements over B according to (86). Also knowing

oD

d;, we can solve §; = §iqz = 6’iq4_5. Therefore, we can
find appropriate {1, da,...,d.} to make matrix S full rank
when
—1
a> ele=1) )(a—s)Q.
2
Then, let {n1,72,...,7¢/q} be a basis for ' over E,
we have the el polynomials as {n.,p;;(z),w € [¢/a],i €
le],7 € [a]}. Similar to Construction III, we know that
vectors {n,Vij, w € [{/a],i € [e],j € [a]} are linearly

92)



independent over B. Therefore, we can recover the failed
nodes and the repair bandwidth is

777€/apij(x) NS [6],j € [a}})

:Srank]g({pij(z) NS [6}7]. S [a]})

b =rankg({mpi;(x),...

14
g%(nfe)(afs). (93)
Thus, the proof is completed. ]

In our scheme, we have constructions for arbitrary a, s,
such that a | £,s < a — 1, while the existing schemes in
[18] and [19] mainly considered the special case ¢ = a. It
should be noted that the scheme in [19] can also be used
in the case of s = a — 1 over E with repair bandwidth
(n—e)e— e(eflzﬁ. And, with ¢/a copies of the code,
it can also reach the same repair bandwidth of our scheme.
However, by doing so, the code is a vector code, but our
scheme constructs a scalar code.

C. Multiple-erasure repair in multiple cosets

Recall that the scheme in Theorem 5 for a single erasure is
a small sub-packetization code with small repair bandwidth
for any number of helpers. When there are e erasures and
d helpers, e < n — k,k < d < n — e, we can recover the
erasures one by one using the d helpers. However, inspired
by [22], the repaired nodes can be viewed as additional
helpers and thus we can reduce the total repair bandwidth.
Finally, for every helper, the transmitted information for
different failed nodes has some overlap, resulting in a further
bandwidth reduction.

The approach we take is similar to that of Section III-C.
We take an original code and extend it to a new code with
evaluation points as in (44). If a helper is in the same
coset as any failed node, it transmits naively its entire data;
otherwise, it transmits the same amount as the scheme in
the original code. After the extension, the new construction
decreases the sub-packetization size for fixed n, and the
bandwidth is only slightly larger than the original code.

The location of the e erasures are described by h;, i € [¢],
where 0 < h; < e,hy > hy > .. > he, Y i hi = e
We assume the erasures are located in hy cosets, and after
removing one erasure in each coset, the remaining erasures
are located in hg cosets. Then, for the remaining erasures,
removing one in each coset, we get the rest of erasures in hg
cosets, and so on. Figure 3 also shows the erasure locations
described above.

In our scheme, we first repair h; failures, one from each
of the hy cosets. Then, for 2 < i < e, we repeat the
following: After repairing hq, hs, ..., h;—1 failures, we view
these repaired nodes as helpers and repair next h; failures,
one from each of the h; cosets.

The repair bandwidth of the scheme is showed in the
following theorem.

Coset 1 Coset 2 Coset hy

hl o o o
| J

4 failures, each coset contains one failure
O e @]
h, J
[

h, failures, each coset contains one failure

h, O O

\ﬁ_)

h, failures, each coset contains one failure

Fig. 3. Location of the erasures. e erasures are located in k1 cosets. For
i€e],weset 0 < h; <ehy >has>...>heand > 7 | h; =e.

Theorem 8. Let ¢ be a prime number. There exists
an RS(n,k) code over F = GF(q") for which ¢ =
a5q1G2-+q vy » where ¢; is the i-th prime number that
satisfies s|(¢; — 1),s = (n — k)! and a is an integer. For
e erasures and d helpers, e < n —k,k < d < n —e, the

average repair bandwidth measured in symbols over B is

d C .
s |t -1 -0

hA
+(n—h1(qa—1))z —;
e d k4> hy

where h;, i € [e] are the parameters that define the location
of erasures in Fig. 3.

b<

N €2

Proof: We first prove the case when a and ¢ are
relatively prime using Lemma 3, the case when a and ¢
are not necessarily relatively prime are proved in Appendix
A. We use the code in [22] as the original code. Let
F,(c) be the field obtained by adjoining a to the base
field B = GF'(q). Similarly let F,(a1,as,...,ay) be the
field for adjoining multiple elements. Let «; be an element
of order ¢; over B and h be the number of erasures in
the original code. The original code is defined in the field
F' = GF(¢") = GF(¢°79 %), which is the degree-s
of extension of F (a1, aq,. ..y ). The evaluation points
are A" = {1, a2, ..., }. The subfield F'[ is defined as
F'rp) = Fy(ay,j=h+1,h+2,...,7), and F'; is defined
as Fy (g, # 1 € [n']).

In the original code, we assume without loss of generality
that there are h failed nodes f'(a1), f'(a2),...,f'(an).
Consider the polynomials for failed node f'(a;),1 <i < h,
as

pi;(x) =2/ lgi(x),j € [si],x € F, (95)



where

gi(z) =

(x—a),zelF,

II

acA’/(R'U{a;,0641,...ap })

for R C A',|R'| = d’ being the set of helpers. The set
of repair polynomials are {n;p;;(z),i € [h],j € [si],t €
[S’h |}, where n;; € F/ are constructed in [22] to ensure that
(il (o), Dl (i), -y MitD}s, ()} forms the basis for
F’ over F/;.

Then, the failed nodes are repaired one by one from

(96)

trF,/F,i (Uainitp;j (a7)f/(al))

> tregw, (Wenal;(ad) f(ae). 97
e=1,e#1
For x ¢ R U {ai,qit1,...0n}, pij(r) = 0 and no

information is transmitted. Once f’(«;) is recovered, it is
viewed as a new helper for the failures i + 1,7+ 2,..., h.

Since F'f,; < F’;, the information transmitted from the
helper a. can be represented as

L pr, (Uenitp;j (ae) f(ae))
q;

Eim Z tree, s, (Veminbimpij (ae) f ()

m=1

:trF//F/i

’
q;

= Z gzl'mtTF’/]F’[h] (Uenitfimp;ﬁj (ae)fl(ae))y (98)
m=1

where g = DL {6 G, G p and

{&1,8&,. .. ,fzq } are the dual basis for s over F'[,). We

used the fact that tT‘]F//]F/ (tT]F/ JF (1) ())
Fpy <F; < T

The original code satisfies the full rank condition for every
i € [h], and each helper a. transmits [22]

trIF//IF/ h]( ) for

rankg ({mtfimp;j (ac) :

€[hl,jelsit el

Lm e )

:T‘CLTL]{}]F/[}L] ({nzt&m 1
B 4
(@ =K + ) [Ty P

symbols over ['[;,;, which achieves the MSR bound.

In our new code, we extend the field to F = GF(¢%), ¢ =
al’, by adjoining an order-a element .1 to F. We set
d—k =d — k'. The new evaluation points consist of A =
{1 E*, aplE*, a,E*}E = GF(q") = Fy(an+1). The
subfield [y, is defined by adjoining av, 11 to '), and Ty
is defined as Fy (o, j #i,j € [n+ 1]).

Assume first that each coset contains at most one fail-
ure, and there are h failures in total. We assume with-
out loss of generality that the evaluation points of the h

e .t e 2% m e [qé]}>

%

99)

failed nodes are in {c;E*, aE* ... apE*}, and they are
a1Y1, A2Y2, - - -, iy, for some 7y, € B, w € [h]. Let the set
of helpers be R C A, |R| = d. We define the polynomials

pij() = 2" 1gi(x),j € [si], x €F, (100)
where
gi(z) = H (x —a),z €F.
a€A/{RU{aivi ,@it1Vit1,---QAnYh }}
(101)

The set of repair polynomials are {n;p;;(x),i € [h],j €
[sil,t € [5E]}, where 7;; € F' are the same as the original
construction. We use field F; as the base field for the repair.

tre /r, (Vo MiePij (i) f(Qai)
=- Z tr e, (Vanipij (@) f(@)).

a€A,a#a;v;

(102)

If T € R U {Oé,;’}/i701i+1’)/i+1, .. .Oéh"}/h}, plj(l‘) = O and
no information is transmitted. Next, we consider all other
nodes.

If x = a7y for some v € E*, we have

pij(x) =7l T g (). (103)

Since 74, o;; € B and g;(x) is a constant independent of
7, we have

Tankﬂ“q,({nitpil(l'), o, MitDis; ( ) te [SQZ}})

54
Sqi
:Tank]lfi({nit; ey 77“5048 ! (te [Si]})
:rankzp;({mtph(ai)a - -anitp;siv(o‘ )ite] SQz]}) (104)

which indicates the full rank. Note that the last equation
follows from Lemma 3. As a result we can recover the failed
nodes and each helper in the cosets containing the failed
nodes transmit ¢ symbols in B.

For © = acvy,e > h, since Fp, is a subfield of F;
and from Lemma 3 we know that {&1,&2,...,& } and
{&1,8&, ... ,£zq } are also the dual basis for IF; over I,
then, similar to (98), we have

tre/r, (Vanitpij () f(2))
a;

= Z EimtTE/E (Venit&impiz (2) f(2)).

m=1

(105)



Using the fact that g;(z) is a constant independent of j,
x € Fip) and n&im € [/, from Lemma 3 we know that

rankg, ({mtfimpij (z) :

ielhl,jels ]te[sq’] me[qz]})

(2

—rante, ({mtom 1 € 0 € (2] m € [}

84

=rankg,, ({mt&'m i€ [h],t el ql} me [qz]}>

7

=rankg ({mt&mpéj (ae) :

. . q
ielilgelslte (2 me )
/
ne (106)
IR TS
where the last equality follows from (99) and d'— k' = d—k.

So, each helper in the other cosets transmits % symbols
over B.

Using the above results, we calculate the repair bandwidth
in two steps.
Step 1. We first repair h; failures, one from each of the h;
cosets. From (104), we know that in the h; cosets containing
the failed nodes, we transmit ¢ symbols over IB% By (106),
for each helper in other cosets, we transmit symbols
over B.
Step 2. For 2 < ¢ < e, repeat the following. After
repairing hq, ho, ..., h;_; failures, these nodes can be viewed

as helpers for repairing next h; failures, one from each of the
i— 1

h; cosets. So, we have d+ > h,, helpers for the h; failures.

d— k-H

v=1
For the helpers in the hy cosets containing the failed nodes,
we already transmit £ symbols over B in Step 1 and no more
information needs to be transmitted. For each helper in other

cosets, we transmit ﬁ symbols over B.
Thus, we can repair all the failed nodes. The repair
bandwidth can be calculated as (94). [ |

Suppose that e failures are to be recovered. Compared
to the naive strategy which always uses d helpers to repair
the failures one by one, our scheme gets a smaller repair
bandwidth since the recovered failures are viewed as new
helpers and we take advantage of the overlapped symbols
for repairing different failures similar to [22].

In the case when n > e(¢® — 1), or when we arrange
nodes with correlated failures in different cosets, we can
assume that all the erasures are in different cosets, h; =
e,hy = hs = ... = he = 0. For example, if correlated
failures tend to appear in the same rack in a data center, we
can assign each node in the rack to a different coset. Under
such conditions, we simplify the repair bandwidth as

d el

b< mm(n —e+(d—k)(¢" —2)).
Indeed, one can examine the expression of (94). With the
constraint that >.;_, h; = e, the first term hq(¢* — 1) —
e) is an increasing function of h; and the second term
(n—hi(g*—1)) 35, W is a decreasing function
of hy. Under the assumption that 7 is large, the second
term dominates, and increasing h; reduces the total repair
bandwidth b. Namely, h; = e corresponds to the lowest
bandwidth for large code length.

In particular, when d =n — e, hy = e, we have

(107)

el (n—e)+ el
n—=k n—k

where the second term is the extra repair bandwidth com-
pared with the MSR bound.

b=

(n—k—e)(q"—2), (108)

D. Numerical evaluations and discussions

In this subsection, we compare our schemes for multiple
erasures with previous results, including separate repair and
schemes in [19] and [22].

We first demonstrate that repairing multiple erasures si-
multaneously can save repair bandwidth compared to repair-
ing erasures separately. Let us assume e failures happen one
by one, and the rest of n — 1 nodes are available as helpers
initially when the first failure occurs. We can either repair
each failure separately using n — 1 helpers, or wait for e
failures and repair all of them simultaneously with n — e
helpers. Table III shows the comparison. For our scheme
in one coset, separate repair needs a repair bandwidth of
et °>(n—1)(a—s) symbols in B, simultaneous a repair requires
bandwidth of £ --(n —e)(a — s). For our scheme in multiple
cosets we can repalr the fallures separately by n— 1 helpers
Lln—1+(n—k-1)(¢" - 2))
and w1th simultaneous repalr we can achieve the bandwidth
[n —e+ (n—k—e)(¢* — 2)]. One can see that in
both constructlons, simultaneous repair outperforms separate
repair.

Nest we compare our scheme for multiple erasures with
the existing schemes. Figure 4 shows the normalized repair
bandwidth for different schemes when n = 16,k = 8,e =
2,q = 2. Table IV shows the comparison when n = 64, k =
32,e = 2,q = 2. We make the following observations:

1) For fixed (n, k) and our scheme with multiple cosets,
we use the paremeter a to adjust the sub-packetization
size. From Theorem 8, we know that /{ ~ a -
(777 1)(4"71) which means that increasing a will de-
crease the sub-packetization ¢. In our schemes with one
coset and two cosets, the parameter a is determined by
the code length n, so increasing ¢ will not change a
or the normalized repair bandwidth. When ¢ = 2, our
code with a = 1 coincides with that of [22].



TABLE III

Repair bandwidth of different schemes for e erasures.

i i repair bandwidth number of helpers
in ofemcg;:;r(a:;;;r:tf 2;lerpalir) “n—1)(a—s) n—1
in onxl;)lst:elzl?s_ierﬁjﬁzr;;gsg 1;epair) %4 (n—e)(a—s) n—e
in multiS[iiltzgf(;:fr:?:LzrsZ;sf;g repair) ne—ek [n—1+m—k-1)(¢"—2)] n—1
in multi}i\l/feu::t(l)zleet;e(r:isrlxllgelt:r:li?)l;s repair) nefk' n—e+(n—k-eq* - 2) n—e
TABLE IV

Normalized repair bandwidth( b

(nie)g) for different schemes when n = 64,k = 32,e = 2,q = 2. o can be also achieved by Scheme 1 in [19] and * is

also achieved by [22].

(=6 | (=7]£=8]¢=9 £=36x10° | £=33x10"T [ £=3.9x1011°
Normalized bandwidth
for Scheme 1 in [19] 0.42 0.50 0.52 0.52 0.52 0.52 0.52
; Normalized bandwidth 0.49° | 049 | 049 | 049 0.49 0.49 0.49
or our scheme in one coset
Normallzeq band\yldth 052 0.48 0.0625*
for our scheme in multiple cosets
n=16 k=8,e=2 V. CONCLUSION
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In this paper, we designed three Reed-Solomon code
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Fig. 4. Comparison of the schemes, ¢ = 2,n = 16,k = 8,e = 2, x-
axis is the log scale sub-packetization size, y-axis is the normalized repair
bandwidth. The scheme by Mardia, Bartan and Wootters is in [19], and the
scheme by Ye and Barg is in [22]

2) For small ¢ and full-length code (¢ = log,n), the
scheme in [19] has the smallest normalized repair
bandwidth. (Our scheme in one coset also achieves the
same point as Scheme 1 in [19] when ¢ = log, n.)

3) When ¢ grows larger (4 < ¢ < 2.1 x 107 in Figure 4,
6 < ¢ < 3.3 x 10'! in Table IV), our scheme in one
coset has the smallest repair bandwidth.

4) For extremely large ¢ (¢ > 2.1 x 107 in Figure 4, ¢ >
3.3 x 10! in Table IV), our scheme in multiple cosets
has the smallest repair bandwidth.

5) The scheme in [22] also achieves one point in both
Figure 4 and Table IV, which can be viewed as a special
case of our scheme in multiple cosets.

repair schemes to provide a tradeoff between the sub-
packetization size and the repair bandwidth. Our schemes
choose the evaluation points of the Reed-Solomon code from
one, two, or multiple cosets of the multiplicative group of the
underlying finite field. For a single erasure, when the sub-
packetization size is large, the scheme in multiple cosets has
better performance, it approaches the MSR bound. When
sub-packetization size is small, the scheme in one coset
has advantages in repair bandwidth. The scheme in two
cosets has smaller repair bandwidth with certain parameters
in between the other two cases. For multiple erasures, our
scheme in one coset has constructions for arbitrary redun-
dancy n — k and our scheme in multiple cosets reduced the
sub-packetization size of an MSR code. The two schemes
together provided a set of tradeoff points and we observe
similar tradeoff characteristics as in the single erasure case.
In spite of several tradeoff points we provided in this paper,
the dependence of the sub-packetization size versus the
repair bandwidth is still an open question.

APPENDIX A
PROOF OF SCHEMES IN MULTIPLE COSETS FOR THE CASE
OF ARBITRARY a AND ¢/

In this section, we first introduce a lemma similar to
Lemma 3 that does not require a and ¢ to be relatively
prime. By applying this lemma, our constructions in multiple
cosets for single and multiple erasures can be generalized
when a and ¢’ are arbitrary integers.

We note that a finite field F = GF(q") is also a vector
space over GF(q). Let E be a subspace of F. Define the
subspace spanned by a set of elements {v1,72,...,7:} C



F over E as spang{yi,7e,...,%i} = {Z;zl bjvj : b; €
E}. The rank rankg({v1,7e,...,vi}) is defined to be the
cardinality of a maximal subset of {v1,72,...,7;} that is
linearly independent over E.

Lemma 6. Let B = GF(q),FF = GF(¢"), F =
GF(q¢"),¢ = al’, and ¢ be any power of a prime number.
Define the subspace E = spang{f1,02,...,08.}, where
{B1,B2,-..,8.} is a basis for F over F’. For any set of
{’717727 ...,’)/g/} - F’ < F, we have

Tank’]E({’yla Y25 ey ’YZ’})

=rankg({y1,72, ---s Yor })- (109)

Proof: Assume rankg({v1,7¥2, .., Y }) = ¢ and with-
out loss of generality, {v1,72, ..., 7.} are linearly indepen-
dent over B. Then, we can construct {., 1, V. 2, Yy} C
[’ to make {v1,72, s Yes Vg1 Veras - Ve } form a basis
for F’ over B.

Since {B1,02,...,8a} is the basis for F over F/, we
know that {Biv1, Biv2, -+ BiVes BiVer1:B8iVeq2s - Bive
i € Ja]} is the basis for F over B. Then, we have
F = spang{vi,72, s Ye, Veg1sVegas - Vor}> namely,

{71725 s Yes Yo 1> Veyos - Ve b is a basis for F over E,
hence {71,72,...,7.} are linearly independent over E,

rankg({v1,v2, .-,y })
>c
=rankg({y1,72s .--s Yor })- (110)
Since B C E, we also have
rankg ({71,727 })
<rankg({v1,72, .-, Yo' })- (111)
The proof is completed. ]

For the schemes in multiple cosets when a and ¢
are not relatively prime, we just use the subspace E =
spang {51, P2, ..., Ba} to replace the subfield GF(¢%). We
denote by E* = E\{0} for the subspace E. The evaluation
points of the new code are {yE* : v € A’} where A’ C F
is the set of evaluation points for the original code. In the
proofs, we use Lemma 6 instead of Lemma 3. For example,
from Lemma 6 we know that the new evaluation points are
all distinct if the elements in A’ are linearly independent
over B.

APPENDIX B
PROOF OF THEOREM 6

In this section, we prove the equivalence of Definitions 1
and 2. We first show that the dual code scheme in Definition
2 reduces to a linear repair scheme as in Definition 1 in
Lemma 7. Then, we show that Definition 1 reduces to
Definition 2 in Lemma 8 and Lemma 9.

Lemma 7. The dual code scheme can be reduced to the
linear repair scheme in Definition 1.

Proof: In the dual code scheme, we repair nodes [e]
from the linearly independent equations

ZtrF/B(Cl{jUC'U) = — Z tr]F/]B%(Cz{tht):i S [6],j S w]
v=1

t=e+1
(112)
Here, C};; can be written as
[
Ciie = D emtre/p(EmCis), (113)

m=1

where {&1, &2, ..., &} and {£],&5, ..., &, } are the dual basis
for F over B. Then, we can rewrite (112) in matrix form as

tre/e(§1C)
s, B
v=1 :
tre/s(§,Cw)
tre/e(§1Cy)
tre/s(§2C0)

=— > Si :

t=e+1 .

tre/s(§,Cw)

,1 € [e], (114)

where S;; € B** is called the repair matrix defined as

tre/(§1C714)
tre/(§1C}5;)

tre/s(£eCiyy)
tre/s(€eCiay)

it —

;o (115)

tre/s(£1C7;) tre/s(eCly)

Let

tre/p(§1Cw)

tre/e(§5Cw)

Xo 2 ,w € [n]. (116)

tre/B(€Cw)

We want to solve X;,i € [e], which can be used to recover
the e failed nodes Cy, Cs, ..., C.. Define matrix S as

S11 Sz Ste
So1 Sao Sae
S=1. ) i (117)
Sel 562 See
Then, (114) can be represented as
Xy S1e
Xo n. | S
S| == Z | X (118)
: t=e+1 :
Xe Set



Thus, from Lemma 4 we know that if the full rank condition
satisfies', S has full rank so we can solve X;,i € [e]. Then,
C;,1 € [e] can be repaired from

14
C; = Z €7ntTF/B(€7/nCi)a

m=1

(119)

Now, set fim = Em, We get Ny, = tre/p(§),Ci), which
can be solved from (118). Note that the right side of (118)
is equal to the right side of (112), we get the queries @y =
{Ciji,i € [e],j € [€]} and the coefficients B~ come from
matrix S.

Then, we can get the repair bandwidth condition:

n 4
b= Z ranks({Ci;, 11 € [e],j € [{]}) = Z ranky(Qr).

t=e+1 t=e+1

(120)
| ]

Lemma 8. A linear repair scheme in Definition 1 can be
represented in the form below:

wiCi= Y 0:Chi € [e],j € (],

(121)

t=e+1
where  {p}y, g, ..., i} is the  dual  basis  of
{pi1s gy -y phie},  and 05 € spang (Q¢),

e+1 <t < ni€le,j e [{ are some coefficients
in F. The repair bandwidth is

b= Z rankg({0i;: : i € [e], 7 € [(]}).
t=e+1
Proof: By (67) and (68) we have

n

S tregs(Bijye - YCh) = Nij = tre/s(pi;Ci).-

t=e+1~v€Q:

(122)

(123)

Set 05t = >~ cq, Bijyt-7- Then, we have 0;;; € spang(Q:).
Hence,

> treym(6:5:Ch)

t=e+1

= Y tregs( Y Bijy - vCh)

t=e+1 YEQ+

=trgs(1;;Ci)- (124)
Equations (123) and (124) hold for all f € F[z]. Since
the RS code is a linear code, they also hold for §,, - f € Flx]

'We use Lemma 4 while in Lemma 4 we use the polynomials p;;(z)
as part of the elements in the defined matrix S;;. However, in Lemma 4
we just view the polynomials p;; () as a symbol, change them to the dual
codeword symbol C/ it will not have effects on the results of the lemma.

for all d,,, € F. In particular, let ,,,m € [¢], be a basis for
I over B, Then,

tT‘F/B((Sm . [LQJCZ) = tr]F/B(Sm : Z Qitht),Vm S [6],

t=e+1
(125)
which in turn implies that 60;;; also satisfies (121). [ |
Note that the repair bandwidth (122) also satisfies
b= > rankp(0 :i € [e],j € [(])

t=e+1
< > ranks(Q), (126)

t=e+1

since 0;;; € spang (Q:). However, for any linear scheme
L in Definition 1, if (126) holds with strict inequality, we
can improve the linear scheme L by setting (J; such that
spang (Q) = spang({0;;¢,7 € [e],j € [£]}), for all e +1 <
t < n. Hence, the linear scheme L and the scheme in Lemma
8 have identical bandwidth.

Lemma 9. The scheme in Lemma 8 can be represented by
the dual code scheme in Definition 2.

Proof: By (121), (0, ce ,,u;j, PN 707 Hije_H, PN ,Qijn) is
a dual codeword, where ,ugj is the i-th entry. Then, for j €
(€], we set C};; such that C};; = —puj,, Cf,, = 0,v €
[e],v # i and Cl{jt = 0;jt,e +1 < t < n. The full rank
condition follows because {/;, itls, ..., 115, } is the basis for
F over B, and the repair bandwidth condition follows from
(126). Thus, we obtain the dual code scheme in Definition
2.

APPENDIX C
PROOF OF LEMMA 4

Proof: Vectors Vi;,i € le],j € [¢] are linearly inde-
pendent over B is equivalent to that there is no nonzero
bij € B,i € [e],j € [¢] that satisfy

> bipij(ew) = 0,Vv € [e]. (127)
3]
Here, p;;(x) can be written as
0
pii (@) =Y &tresa(Empii (@), (128)
m=1

where {&1, &2, ..., &} and {&],&5, ..., &, } are the dual basis
for F over B. So, it is equivalent to that there is no nonzero
bij € B,i € [e],j € [¢] that satisfy

¢
Zbij Z &t/ (Empij(ay)) = 0,Vv € [e].  (129)

ij m=1
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Since {&1,&5,...,&,} are linearly independent over B.
Therefore, there is no nonzero b;; € B,i € [e],j € [{]
that satisfy

ZbijtrF/B(fmpij(av)) =0,Yv € [e],m e[, (130)
(2]
which is equivalent to .S has full rank. ]
APPENDIX D
PROOF OF LEMMA 5
Proof: Assume rankg({pij(a:),i € [e],j €
}) = ¢ and {pij(w),(i,5) € I} are lin-
c.

early independent over B,|I|] = Define S;(j)
as the vector for the j-th row in Si: Si(j) =
(tress(§ipij(on)),  trem(&apij(an)), ... treym(Eepij(a))).
We first prove {S;:(j), (¢,7) € I} are linearly independent
and then prove S;¢(j'),i" € [e],j" € [4], (¥',j") ¢ I can be
represented as B-linear combinations of {S;:(j), (i,5) € I'}

If {S;1(j), (i,7) € I} are linearly dependent over B, then
there exists some nonzero b;; € B, (¢,7) € I that satisfies

> biiSuli) =0, (131)
(i,9)el
and we have
Z bijfi’]"]p/]g(gmpij (th)) = O,Vm S [E] (132)

(1.5)el

Multiplying the above equation by &/, and summing over
all m € [¢] result in

¢
Z Z bij&mtre/B(Empij(ar)) = 0.

(133)
(4,j)€I m=1
Then, from (128) we know that b;; satisfies
> bijpijlen) =0, (134)
(i.5)el
which is contradictory to the statement that

{pij(ay),(i,j) € I} are linearly independent over B.
Therefore, {S;+(j), (i,7) € I} are linearly independent over
B.

Let us assume p;/ ;s (o), € [e], i € [€],(¢,7") ¢ I can
be represented as

pirjr () = Z bi;pij(as), for some b; € B.  (135)
(i,9)el

Then, for m € [{],

tre/p(Empig () = tregs | Em Y bipii(ar)
(1,5)€l
= Z b itre /s (Empij(ar)),
(i,9)€I
(136)

which means that for i’ € [e], j' € [¢], (¢, j") ¢ I,

Sue(') = Y bi;Su(d) (137)
(4,9)€l
is the B-linear combination of {S;;(j), (i,7) € I}. [ |
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