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#### Abstract

The problem of clock synchronization is studied in an arbitrary network $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ with $|\mathcal{V}|$ server nodes and $|\mathcal{E}|$ edges. Every pair of adjacent servers has a time discrepancy (edge information) that is only known approximately to one or both of the two adjacent servers. A master node aims to coordinate the otherwise independent clocks of the servers by eliminating the loop-wise offset surplus in the network. The goal is to minimize the communication cost between server nodes and the master node. Optimal schemes are found for the two cases where each time discrepancy is known by 1) both adjacent servers, and 2) only one of the adjacent servers. Notably, the scheme for the first case is robust to a straggler (slow or failed server). An algorithm that outperforms the natural (uncoded) baseline is proposed for the general setting that is a mix of the two cases. Classes of such mixed setting are identified where the algorithm represents the optimal solution.


## I. INTRODUCTION

Clock synchronization is broadly used in distributed systems for many network and database applications [1], [2]. Performance requirements of such applications these days involve synchronization accuracy to within microsecond or even nanosecond level [3]-[6]. As a result, there are increasing demands on the speed and reliability of implementation of synchronization techniques. In particular, the communication overhead required for clock synchronization is one of the limiting factors that can significantly affect the accuracy of synchronization [3]. Motivated by this concern, in this work we explore ways to reduce the communication cost of clock synchronization.

The body of research on clock synchronization in distributed systems largely focuses on two aspects: two-clock synchronization, and multiple-clock synchronization for a whole graph consensus. Two-clock synchronization studies ways to reduce the one-way delay between two servers that may arise due to various factors such as path length, temperature, and fluctuations of switch times. Multiple-clock synchronization uses the information from the whole network to generate approximate global time [7] of the system [3], [8]-[11]. Our focus in this work is on the multiple-clock synchronization problem.

Among the latest multiple-clock synchronization algorithms, HUYGENS [3] enables delay-sensitive applications in datacenters by achieving an accuracy of tens to hundreds of nanoseconds. To obtain one-way delay, or clock time discrepancy, between a pair of connected servers, HUYGENS

[^0]proposes a coded probe filter to purify the training data and uses support vector machines (SVM) [12] to estimate the synchronized time between two clocks. Then, it develops a loop-wise algorithm to eliminate the asymmetric mistakes between multiple loops.

To implement the HUYGENS algorithm, each server node exchanges time information with its neighbouring nodes, and then all server nodes send information to a master node who runs the synchronization algorithm. As the clocks drift constantly, it is essential to ensure timely communication between the servers and the master to guarantee the synchronization accuracy. In this work, we focus on optimizing, from a coding perspective, the information transfer that is required by the HUYGENS algorithm between the servers and the master node.

For our purpose, the HUYGENS algorithm may be abstracted as follows [3]: The network is described by the graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ represents server nodes, and $\mathcal{E}$ is the set of edges. Each edge is associated with a weight representing the approximate time discrepancy, also called the edge information. A node may know the edge information of its incident edges or a subset thereof. A master wants to collect all the edge information that is necessary to compute a particular linear function of such information.

In this context, we identify an opportunity to improve communication efficiency by coding, which leads to the following question: assuming each server can linearly code its edge information, what is the fundamental limit on the communication cost from the servers to the master, and how can this optimal cost be achieved?

The question falls under the broad umbrella of network computing problems where source nodes generate independent messages and a master node computes a target function of the messages [13]-[18]. In general, network computing considers arbitrary graphs and arbitrary target functions. The clock synchronization problem can be regarded as a special case of network computing that considers linear coding for the computation of a particular linear function over a particular graph. As such, the clock synchronization problem is comprised of $|\mathcal{E}|$ messages (corresponding to the $|\mathcal{E}|$ time discrepancies) that originate at distinct source nodes and are made available to $|\mathcal{V}|$ server nodes depending on the adjacency and knowledge structure, and a master node that wishes to compute a linear function (involving a pseudo-inverse) by downloading coded
information from the servers. The goal is to minimize the total amount of information downloaded by the master node.
Our contributions consist of three parts. First, for the case where each time discrepancy is known by both incident servers, we propose a coding scheme that achieves the optimal rate. Remarkably, the scheme can also tolerate a straggler (slow or failed server) at no extra cost. Second, for the case where each time discrepancy is known by only one of the incident servers, we show that the optimal solution is the trivial solution that entails sending all the time discrepancy information to the master. Third, we design a general algorithm for mixed scenarios where some edge discrepancies are known by both incident servers while others are known only by one of the incident servers. The algorithm outperforms the natural baseline of uncoded transmission and is shown to be optimal for some cases.
Notation: We use calligraphic characters to denote sets and bold characters to denote matrices. For a positive integer $N$, $[N]$ stands for the set $\{1,2, \ldots, N\}$. For a set $\mathcal{S},|\mathcal{S}|$ represents its cardinality.

## II. Problem Statement

We first review the HUYGENS algorithm [3] for clock synchronization. Then, we introduce our communication model for the algorithm.

## A. Clock Synchronization

HUYGENS [3] first implements the pair-wise synchronization algorithm between two neighboring server clocks. It then builds a synchronization algorithm that considers the whole network effect.
Let $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ be the server network with server nodes $\mathcal{V}$ and communication links (edges) $\mathcal{E}$. For convenience, every edge has a predefined direction. The edge from Node $U$ to Node $V$ is denoted as $U V$, for $U, V \in \mathcal{V}$.

In the first step of HUYGENS, the edge information, or the time discrepancy, is determined between every pair of adjacent nodes. We assume the edge information is only known by one or both of the two incident nodes. The edge information for Edge $U V$ is denoted as $l_{U V}$. In Figure 1.a, for example, Servers $A$ and $B$ both believe that $B$ 's time is 20 time units earlier than $A$ and the time discrepancy $l_{A B}=20$ is only known by Node $A$ and/or Node $B$. In Figure 1.a, the original time discrepancy vector

$$
\begin{equation*}
\boldsymbol{\Delta}^{P}=\left[l_{A B}, l_{B C}, l_{C A}, l_{B D}, l_{D A}\right]^{T}=[20,-15,5,25,-15]^{T} \tag{1}
\end{equation*}
$$

corresponds to the time discrepancy on directed edges $A B, B C, C A, B D$, and $D A$.
However, notice that in the loop $A \rightarrow B \rightarrow C \rightarrow A$, Server $C$ is 5 time units later than $A$ and 15 time units later than $B$. Then $B$ should be only 10 time units earlier than $A$. This means that there are 10 time units loop-wise offset surplus, due to the inaccuracy of the clock measurement.


Fig. 1. HUYGENS algorithm. The figure is redrawn from [3].

The second step of HUYGENS is to eliminate the loop-wise offset surplus in the clock network. It calibrates the original discrepancy vector $\boldsymbol{\Delta}^{P}$ to the final time discrepancy vector

$$
\begin{equation*}
\boldsymbol{\Delta}^{F}=[10,-15,5,15,-25]^{T} \tag{2}
\end{equation*}
$$

as shown in Figure 1.b. The transformation from $\boldsymbol{\Delta}^{P}$ to $\boldsymbol{\Delta}^{F}$ is explained below.
Remark. From the example above, we see that if the graph $\mathcal{G}$ has several connected components, then the loop-wise surplus can be eliminated for each component independently. Moreover, if some nodes are not included in any loops, they can be ignored during clock synchronization. Therefore, we assume $\mathcal{G}$ is connected and all nodes are in loops without loss of generality.
Given a server network graph $\mathcal{G}$, denote A as the loopcomposition matrix. The columns of $\mathbf{A}$ are indexed by the edges. The rows are indexed by the largest set of linearly independent loops in $\mathcal{G}$. If an edge occurs in a loop, directly or reversed, the corresponding entry in $\mathbf{A}$ is 1 or -1 ; otherwise, the entry equals 0 . Since the loops are all linearly independent, matrix A has full row rank. For a connected graph,

$$
\begin{equation*}
\operatorname{rank}(A)=|\mathcal{E}|+|\mathcal{V}|-1 . \tag{3}
\end{equation*}
$$

For example, in Figure 1, let the 5 columns of A be indexed by edges $A B, B C, C A, B D, D A$. The three loops $A \rightarrow B \rightarrow$ $C \rightarrow A, A \rightarrow B \rightarrow D \rightarrow A$, and $A \rightarrow C \rightarrow B \rightarrow D \rightarrow A$ can be denoted respectively by three rows. The last row (loop) is dependent on the first two, and hence the loop-composition matrix is

$$
\mathbf{A}=\left(\begin{array}{ccccc}
A B & B C & C A & B D & D A  \tag{4}\\
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 1
\end{array}\right) .
$$

The vector $\mathbf{Y}=\mathbf{A} \boldsymbol{\Delta}^{P}$ gives the original loop-wise surplus in each independent loop of $\mathcal{G}$. In order to apply the loopwise correction, we look for a vector $\mathbf{N}$ which also solves $\mathbf{Y}=\mathbf{A N}$ and posit the correction to be $\boldsymbol{\Delta}^{F}=\boldsymbol{\Delta}^{P}-\mathbf{N}$. As a result, the final loop-wise surplus vector is $\mathbf{A} \boldsymbol{\Delta}^{F}=\mathbf{0}$. Now, A has full row rank. Further, since the number of linearly independent loops in $\mathcal{G}$ equals $|\mathcal{E}|-|\mathcal{V}|+1$ which is less than $|\mathcal{E}|$, the equation $\mathbf{Y}=\mathbf{A N}$ is under-determined and has multiple solutions. We look for the minimum-norm solution since this is most likely the best explanation of the errors in the loop-wise surpluses: $\min _{\mathrm{N}: \mathrm{Y}=\mathrm{AN}}\|\mathbf{N}\|_{2}$. The pseudo-inverse is well-known to give the minimum-norm solution [19]: $\mathbf{N}=$
$\mathbf{A}_{\text {right }}^{-1} \mathbf{Y}=\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1} \mathbf{A} \boldsymbol{\Delta}^{P}$, where the $\mathbf{A}_{\text {right }}^{-1}$ is the right pseudo-inverse of $\mathbf{A}$ [20]. HUYGENS can be concluded in the following formula:

$$
\begin{equation*}
\boldsymbol{\Delta}^{F}=\boldsymbol{\Delta}^{P}-\mathbf{N}=\left(\mathbf{I}-\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1} \mathbf{A}\right) \boldsymbol{\Delta}^{P}=\mathbf{B} \boldsymbol{\Delta}^{P} \tag{5}
\end{equation*}
$$

where $\mathbf{I}$ is an $|\mathcal{E}| \times|\mathcal{E}|$ identity matrix and

$$
\begin{equation*}
\mathbf{B}=\mathbf{I}-\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1} \mathbf{A} \tag{6}
\end{equation*}
$$

Note that $\mathbf{A}, \mathbf{I}$, and hence $\mathbf{B}$ are determined by the known graph structure. It can be easily checked that the final time discrepancy in Figure 1.b satisfies (5).

## B. Communication Model

As proposed by HUYGENS, the calculation of Equation (5) is run on a master [3]. Assume each edge information is known by one or both incident server nodes, and each server node can linearly code its known edge information. We aim to minimize the communication cost ( $C C$ ), defined as the number of symbols communicated from all the server nodes to the master node, such that (5) can be calculated.

Trivial scheme. We can see that HUYGENS relies on $\Delta^{P}$ which is gathered from every pair of neighboring nodes. To obtain $\boldsymbol{\Delta}^{F}$, a trivial solution is for each edge, one of the incident nodes should send the information to the master. In this scenario, the communication cost is $C C=|\mathcal{E}|$ symbols.

To motivate the general communication scheme, let us consider the matrix $\mathbf{B}$ in Figure 1's example,

$$
\mathbf{B}=\left[\begin{array}{ccccc}
0.5 & -0.25 & -0.25 & -0.25 & -0.25  \tag{7}\\
-0.25 & 0.625 & -0.375 & 0.125 & 0.125 \\
-0.25 & -0.375 & 0.625 & 0.125 & 0.125 \\
-0.25 & 0.125 & 0.125 & 0.625 & -0.375 \\
-0.25 & 0.125 & 0.125 & -0.375 & 0.625
\end{array}\right]
$$

In this case, $\operatorname{rank}(\mathbf{B})=3$. It means that the optimal communication cost is not less than 3 symbols. If every clock knows all the time discrepancies, it is obvious that the communication cost $C C=3$ because one node can calculate 3 (row) bases of $\mathbf{B}$, denoted by $\mathbf{B}_{1}, \mathbf{B}_{2}, \mathbf{B}_{3}$, and send to the master $\mathbf{B}_{1} \boldsymbol{\Delta}^{P}, \mathbf{B}_{2} \boldsymbol{\Delta}^{P}, \mathbf{B}_{3} \boldsymbol{\Delta}^{P}$. The master can obtain $\boldsymbol{\Delta}^{F}=\mathbf{B} \boldsymbol{\Delta}^{P}$ from $\mathbf{B}_{1} \boldsymbol{\Delta}^{P}, \mathbf{B}_{2} \boldsymbol{\Delta}^{P}, \mathbf{B}_{3} \boldsymbol{\Delta}^{P}$.

However, each node only has the information of edges that are connected with it. Then, is it still possible to achieve the communication cost of $\operatorname{rank}(\mathbf{B})$ ? We will answer this question affirmatively if each edge information is known by both of the incident nodes.

Next, we describe an equivalent matrix representation of any linear communication scheme, and define the corresponding communication cost. For any graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, consider a matrix $\mathbf{X}^{\prime} \in \mathbb{R}^{|\mathcal{V}| \times|\mathcal{E}|}$, whose rows are indexed by the nodes and columns are indexed by the edges. The entry in Row $U \in$ $\mathcal{V}$ and Column $e \in \mathcal{E}$ equals 0 if Node $U$ does not have the time discrepancy information of Edge $e$. Otherwise, the entry can be set as any value. Denote by $\mathbf{x}_{U}$ the row corresponding to Node $U$. If Node $U$ transmits a symbol to the master, it must be in the form of $\mathbf{x}_{U} \boldsymbol{\Delta}^{P}$. The overall transmitted symbols must be in the form of $\mathbf{X} \boldsymbol{\Delta}^{P}$, where rows of $\mathbf{X}$ are chosen from rows of $\mathbf{X}^{\prime}$ (a row may be chosen multiple times but
the non-zero entries can be set differently). Finally, the master obtains $\mathbf{B} \boldsymbol{\Delta}^{P}=\mathbf{M X} \boldsymbol{\Delta}^{P}$ for some transformation matrix $\mathbf{M}$. The communication scheme consists of the matrices $\mathbf{X}$ and $\mathbf{M}$, such that $\mathbf{B}=\mathbf{M X}$. The communication cost equals the number of rows in $\mathbf{X}$.

## III. Communication-Efficient Clock SYNCHRONIZATION

In this section, we show our main results for the communication cost under three cases: the edge information is known by 1) both incident nodes, 2) one incident node, and 3) either one or two incident nodes.

For the first case, we claim that the communication cost of $\operatorname{rank}(\mathbf{B})$ is achievable, and since we already established that the communication cost cannot be less than $\operatorname{rank}(\mathbf{B})$, the solution is optimal.

Theorem 1. For any connected graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, if every node has all its edge information, there exists an optimal solution where all but one node send one symbol, and the desired $\mathbf{B} \boldsymbol{\Delta}^{P}$ is recovered at the master. The total communication cost $C C=\operatorname{rank}(\mathbf{B})=|\mathcal{V}|-1$.

For our purpose, in the matrix $\mathbf{X}^{\prime} \in \mathbb{R}^{|\mathcal{V}| \times|\mathcal{E}|}$, Row

$$
\begin{equation*}
\mathbf{x}_{U}, U \in \mathcal{V} \tag{8}
\end{equation*}
$$

is defined such that each column (edge) starting from $U$ has entry 1 , each column going to $U$ has entry -1 , and the other columns are 0.

We first demonstrate Theorem 1 using the example in Figure 1. It can be checked that the following communication scheme satisfies $\mathbf{B}=\mathbf{M X}$.

$$
\begin{gather*}
\mathbf{M}=\left[\begin{array}{ccc}
0.25 & -0.25 & 0 \\
-0.125 & 0.125 & -0.5 \\
-0.125 & 0.125 & 0.5 \\
0.375 & 0.625 & 0.5 \\
-0.625 & -0.375 & -0.5
\end{array}\right]  \tag{9}\\
\mathbf{X}=\left[\begin{array}{l}
\mathbf{x}_{A} \\
\mathbf{x}_{B} \\
\mathbf{x}_{C}
\end{array}\right]=  \tag{10}\\
\left(\begin{array}{ccccc}
1 & 0 & -1 & 0 & -1 \\
-1 & 1 & 0 & 1 & 0 \\
0 & -1 & 1 & 0 & 0
\end{array}\right) .
\end{gather*}
$$

The transmitted symbols are $\mathbf{X} \boldsymbol{\Delta}^{P}$. This means that we let Nodes $A, B, C$ send a linear combination of the time discrepancies of all their neighbouring edges. In total, the communication cost is $3=$ $|\mathcal{V}|-1$ symbols which equals $\operatorname{rank}(\mathbf{B})$. After the master receives these symbols, it can get $\boldsymbol{\Delta}^{F}=\mathbf{M X} \boldsymbol{\Delta}^{P}=[10,-15,5,15,-25]^{T}$.
In fact, for $\left[\mathbf{x}_{\mathrm{A}}{ }^{T}, \mathbf{x}_{\mathrm{B}}{ }^{T}, \mathbf{x}_{\mathrm{D}}{ }^{T}\right]^{T}$, $\left[\mathbf{x}_{\mathrm{A}}{ }^{T}, \mathbf{x}_{\mathrm{C}}{ }^{T}, \mathbf{x}_{\mathrm{D}}{ }^{T}\right]^{T}$, $\left[\mathrm{x}_{\mathrm{B}}{ }^{T}, \mathrm{x}_{\mathrm{C}}{ }^{T}, \mathrm{x}_{\mathrm{D}}{ }^{T}\right]^{T}$, we can also find the corresponding $\mathbf{M}$. In general, it is sufficient to have any $|\mathcal{V}|-1$ nodes send coded information to the master. Therefore, this scheme tolerates 1 straggler.

The proof of Theorem 1 is broken into several steps. We first show a rank condition in Lemma 1. Then we show the achievability in Lemma 2 and the converse in Lemma 3.
Lemma 1. Let $\mathbf{E} \in \mathbb{C}^{m \times n}, \mathbf{F} \in \mathbb{C}^{n \times p}$ be two matrices such that $\mathbf{E F}=\mathbf{0}$, and the null space of $\mathbf{E}$ lies in the column span of $\mathbf{F}$. Then $\operatorname{rank}(\mathbf{E})+\operatorname{rank}(\mathbf{F})=n$.

Proof. Since the null space of $\mathbf{E}$ is in the column span of $\mathbf{F}$,

$$
\begin{equation*}
n-\operatorname{rank}(\mathbf{E}) \leq \operatorname{rank}(\mathbf{F}) \tag{11}
\end{equation*}
$$

On the other hand, the rank of the product of $\mathbf{E}, \mathbf{F}$ satisfies Sylvester inequality:

$$
\begin{equation*}
0=\operatorname{rank}(\mathbf{E F}) \geq \operatorname{rank}(\mathbf{E})+\operatorname{rank}(\mathbf{F})-n . \tag{12}
\end{equation*}
$$

Combining (11) and (12) we see the lemma is proved.
Define a loop set to be a set of loops. We allow disjoint loops as well as loops with common edges. Define the corresponding loop vector y of length $|\mathcal{E}|$ to be a column vector that lists the number of times (with signs) each edge appears in the loop set, which are called the weights of the edges. A negative sign means that the edge is in the reverse direction. For example, in Figure $1,\{A \rightarrow B \rightarrow$ $C \rightarrow A, A \rightarrow B \rightarrow D \rightarrow A\}$ is a loop set. The loop vector is

$$
\begin{array}{ccccc}
A B & B C & C A & B D & D A  \tag{13}\\
(2 & 1 & 1 & 1 & 1)^{T}
\end{array}
$$

The weight of $A B$ is 2 , and the weight of $B C$ is 1 , etc. For each loop vector, there can be multiple associated loop sets. By the definition of the loop-composition matrix $\mathbf{A}$, a loop vector is a vector in the column span of $\mathbf{A}^{T}$.

Lemma 2. Let $\mathbf{X}$ be the matrix of $\operatorname{size}(|\mathcal{V}|-1) \times|\mathcal{E}|$, and its rows be any $|\mathcal{V}|-1$ rows from (8). Then $\mathbf{B}=\mathbf{M X}$, for $\mathbf{M}=$ $\mathbf{B} \mathbf{X}^{T}\left(\mathbf{X X}^{T}\right)^{-1}=\mathbf{X}^{T}\left(\mathbf{X X}^{T}\right)^{-1}$.
Proof. We first show $\mathbf{B}^{T}$ is in the column span of $\mathbf{X}^{T}$, and hence $\mathbf{B}=\mathbf{M X}$ for

$$
\begin{equation*}
\mathbf{M}=\mathbf{B X}_{r i g h t}^{-1} \tag{14}
\end{equation*}
$$

where $\mathbf{X}_{\text {right }}^{-1}$ is the right preudo-inverse of $\mathbf{X}$. Then we find the
formula for $\mathbf{M}$ formula for M .

Assume $\mathbf{a}$ is any column of $\mathbf{A}^{T}$, which corresponds to a loop. Let $\mathbf{x}_{U}$ be the row vector as in (8) for Node $U$, whose $\pm 1$ entries correspond to all incident edges of Node $U$. If the loop does not pass Node $U$, then there is no overlap between the edges in $\mathbf{x}_{U}$ and $\mathbf{a}$. In this case, $\mathbf{x}_{U} \mathbf{a}=0$. Otherwise, every time the loop passes Node $U$, exactly one edge goes into node $U$, and exactly one edge goes out from node $U$. In this case, we also have $\mathbf{x}_{U} \mathbf{a}=0$. Therefore, $\mathbf{X A}^{T}=\mathbf{0}$.

Now let us prove that the rows of $\mathbf{X}$ are linearly independent. Consider a vector $\mathbf{y}$ in the null space of $\mathbf{X}$, i.e., $\mathbf{X y}=0$. We show that $\mathbf{y}$ is a loop vector. Since $\mathbf{x}_{U} \mathbf{y}=0$, for any Node $U$, the sum weight in $\mathbf{y}$ for Node $U$ 's incoming edges equals the sum weight of its outgoing edges. By Veblen's theorem [21], a directed graph admits a decomposition into directed cycles if and only if the sum weight of the incoming edges equals the sum weight of the outgoing edges for every node. Therefore, y must be a loop vector, which is in the column span of $\mathbf{A}^{T}$. Combining the facts that $\mathbf{X A}{ }^{T}=\mathbf{0}$ and $\operatorname{rank}(A)=|\mathcal{E}|+|\mathcal{V}|-1$, we use Lemma 1 to conclude that

$$
\begin{equation*}
\operatorname{rank}(\mathbf{X})=|\mathcal{E}|-\operatorname{rank}(\mathbf{A})=|\mathcal{V}|-1 \tag{15}
\end{equation*}
$$

which is equal to the number of rows in $\mathbf{X}$.
Since matrix $\mathbf{A}$ of size $(|\mathcal{E}|-|\mathcal{V}|+1) \times|\mathcal{E}|$ has full row rank, its null space has dimension $|\mathcal{V}|-1$. Due to $\mathbf{A} \mathbf{X}^{T}=\mathbf{0}$ and (15), we known the null space of $\mathbf{A}$ equals the column span of $\mathbf{X}^{T}$. Moreover,

$$
\begin{equation*}
\mathbf{B} \mathbf{A}^{T}=\mathbf{A}^{T}-\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1} \mathbf{A} \mathbf{A}^{T}=\mathbf{A}^{T}-\mathbf{A}^{T}=\mathbf{0} \tag{16}
\end{equation*}
$$

Therefore, $\mathbf{B}^{T}$ is in the null space of $\mathbf{A}$, and hence is in the column span of $\mathbf{X}^{T}$. Thus, Equation (14) holds.

Finally, since $\mathbf{X}$ is full rank and $\mathbf{A} \mathbf{X}^{T}=\mathbf{0}$, we apply the pseudoinverse formula to get

$$
\begin{equation*}
\mathbf{M}=\left(\mathbf{I}-\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1} \mathbf{A}\right) \mathbf{X}^{T}\left(\mathbf{X} \mathbf{X}^{T}\right)^{-1}=\mathbf{X}^{T}\left(\mathbf{X} \mathbf{X}^{T}\right)^{-1} \tag{17}
\end{equation*}
$$

The proof is completed.
Lemma 3. $\operatorname{rank}(\mathbf{B})=|\mathcal{V}|-1$.
Proof. We will show that the null space of $\mathbf{B}^{T}$ is in the column span of $\mathbf{A}^{\mathbf{T}}$, and $\mathbf{B}^{T} \mathbf{A}^{T}=\mathbf{0}$ so as to use Lemma 1. In that case,

$$
\begin{equation*}
\operatorname{rank}(\mathbf{B})=|\mathcal{E}|-\operatorname{rank}(\mathbf{A})=|\mathcal{V}|-1 \tag{18}
\end{equation*}
$$

First,

$$
\begin{equation*}
\mathbf{A B}=\mathbf{A}-\mathbf{A} \mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1} \mathbf{A}=\mathbf{A}-\mathbf{A}=\mathbf{0} \tag{19}
\end{equation*}
$$

and thus $\mathbf{B}^{T} \mathbf{A}^{T}=\mathbf{0}$. Second, let $\mathbf{y}$ be any vector in the null space of $\mathbf{B}^{T}$, namely, $\mathbf{y}^{T} \mathbf{B}=\mathbf{0}$. Then

$$
\begin{align*}
\mathbf{y}^{T} & =\mathbf{y}^{T} \mathbf{I}=\mathbf{y}^{T}\left(\mathbf{B}+\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1} \mathbf{A}\right) \\
& =\left(\mathbf{y}^{T} \mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1}\right) \cdot \mathbf{A} \tag{20}
\end{align*}
$$

which belongs to the row span of $\mathbf{A}$. Namely, $\mathbf{y}$ is in the column span of $\mathbf{A}^{T}$.

Proof of Theorem 1. The scheme in Lemma 2 has a communication cost of $C C=\operatorname{rank}(\mathbf{X})=|\mathcal{V}|-1$, which is equal to $\operatorname{rank}(\mathbf{B})$ according to Lemma 3. Theorem 1 is proved.

We note that in our optimal scheme, only $|\mathcal{V}|-1$ nodes transmit, one symbol each, and we can tolerate 1 straggler.
Lemma 4. Let $\mathbf{X}^{\prime}$ contain all $|\mathcal{V}|$ rows as in (8). If the master obtains $\mathbf{X}^{\prime} \boldsymbol{\Delta}^{P}$, then it can perform row operations to get $\mathbf{B} \boldsymbol{\Delta}^{P}$. Moreover, $\operatorname{rank}\left(\mathbf{X}^{\prime}\right)=\operatorname{rank}(\mathbf{B})=|\mathcal{V}|-1$.
Proof. From Lemma 2, it is obvious that $\mathbf{X}^{\prime}$, which includes all rows of $\mathbf{X}$, can be transformed into $\mathbf{B}$ by row operations.

By the same argument as Equation (15), one can show that $\mathbf{X}^{\prime} \mathbf{A}^{T}=\mathbf{0}$, and the null space of $\mathbf{X}^{\prime}$ is in the column span of $\mathbf{A}^{T}$. By Lemma 1 and Lemma 3,

$$
\begin{equation*}
\operatorname{rank}\left(\mathbf{X}^{\prime}\right)=|\mathcal{E}|-\operatorname{rank}(\mathbf{A})=|\mathcal{V}|-1=\operatorname{rank}(\mathbf{B}) \tag{21}
\end{equation*}
$$

The proof is completed.
While (21) holds for a connected graph, for $\mathcal{G}$ with $n$ connected components, since $\mathbf{X}^{\prime}$ is the incidence matrix, its rank is [22, Prop. 4.3]

$$
\begin{equation*}
\operatorname{rank}\left(\mathbf{X}^{\prime}\right)=|\mathcal{V}|-n \tag{22}
\end{equation*}
$$

The above lemma indicates that the master's desired information $\mathbf{B} \boldsymbol{\Delta}^{P}$ can be equivalently represented by $\mathbf{X}^{\prime} \boldsymbol{\Delta}^{P}$. The desired dimensions refers to either $\mathbf{B}$ or $\mathbf{X}^{\prime}$ interchangeably.

Next, we consider the cases where the edge information is known by one or both of the incident nodes. We state in Lemma 5 a converse of the communication cost, which directly follows from the min-cut bound of linear network computing [16].

To that end, define $\mathcal{E}(U)$ as the set of the edges which are in $\mathcal{E}$ and known by Node $U$, for $U \in \mathcal{V}$. For a set of nodes $\mathcal{U} \subseteq \mathcal{V}$, define $\mathcal{E}(\mathcal{U})$ as the set of the edges known by Nodes $\mathcal{U}$. Denote matrix $\mathbf{X}_{\mathcal{E}(U)}^{\prime}$ as the sub-matrix of $\mathbf{X}^{\prime}$ obtained by choosing the columns corresponding to the edges in $\mathcal{E}(U)$. It represents the master's desired dimensions restricted to information known by $U$. The matrix $\mathbf{X}_{\mathcal{E}(\mathcal{U})}^{\prime}$ is defined similarly. It can be easily seen that for any Node $U \in$ $\mathcal{V}, \mathbf{X}_{\mathcal{E}(U)}^{\prime}$ always contains a diagonal matrix (after row and column permutations) and is full rank $\operatorname{rank}\left(\mathbf{X}_{\mathcal{E}(U)}^{\prime}\right)=|\mathcal{E}(U)|$.
Lemma 5 (Min-cut bound). Let $C C_{U}$ denote the communication cost from Server $U$. The total communication cost satisfies

$$
\begin{array}{ll}
C C \geq \min \sum_{U \in \mathcal{V}} C C_{U} \\
\text { s.t. } & \sum_{U \in \mathcal{U}} C C_{U} \geq \operatorname{rank}\left(\mathbf{X}_{\mathcal{E}(\mathcal{U})}^{\prime}\right), \text { for all } \mathcal{U} \subseteq \mathcal{V} \tag{24}
\end{array}
$$

```
Algorithm 1 Algorithm for graph \(\mathcal{G}=(\mathcal{V}, \mathcal{E})\), where some
edge information are singletons.
    Send the singletons directly from the corresponding
    servers. Let \(\mathcal{E}_{s}\) be the corresponding edges.
    Let \(\mathcal{H}\) be the graph \(\left(\mathcal{V}, \mathcal{E} \backslash \mathcal{E}_{s}\right)\).
    Let \(n\) be the number of connected components of \(\mathcal{H}\).
    Let \(\mathbf{X}^{\prime}\) be as in (8) for graph \(\mathcal{H}\). Let \(\mathbf{X}\) be \(|\mathcal{V}|-n\) rows
    of \(\mathbf{X}^{\prime}\) such that one row is excluded from \(\mathbf{X}^{\prime}\) for each
    connected component.
    Let \(\mathbf{M}=\mathbf{X}^{T}\left(\mathbf{X X}^{T}\right)^{-1}\).
    Use the communication scheme \(\mathbf{X}, \mathbf{M}\).
    Combine the singletons and \(\mathbf{M X} \boldsymbol{\Delta}^{P}\) to obtain \(\mathbf{B} \boldsymbol{\Delta}^{P}\).
```

For example, if we set $\mathcal{U}=\mathcal{V}$ in (24), we get the aforementioned communication cost bound $C C \geq \min \sum_{U \in \mathcal{V}} C C_{U} \geq \operatorname{rank}\left(\mathbf{X}^{\prime}\right)=$ $\operatorname{rank}(\mathbf{B})$.

The following theorem states that when each edge information is known by only one node, the trivial scheme is optimal.

Theorem 2. For graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, if each edge information is only known by one of its incident nodes, the optimal solution for the master to obtain the desired $\mathbf{B} \boldsymbol{\Delta}^{P}$ is to send all the edge information individually. The total communication cost is $C C=|\mathcal{E}|$.

Proof. The achievability is obvious. We only need to show the converse. The communication cost of any Node $U$ must satisfy $C C_{U} \geq \operatorname{rank}\left(\mathbf{X}_{\mathcal{E}(U)}^{\prime}\right)=|\mathcal{E}(U)|$ based on the min-cut bound with $\mathcal{U}=\{U\}$. The total communication cost

$$
\begin{align*}
C C & \geq \min \sum_{U \in \mathcal{V}} C C_{U} \geq \sum_{U \in \mathcal{V}} \operatorname{rank}\left(\mathbf{X}_{\mathcal{E}(U)}^{\prime}\right)  \tag{25}\\
& =\sum_{U \in \mathcal{V}}|\mathcal{E}(U)|=|\mathcal{E}|, \tag{26}
\end{align*}
$$

where the last equality holds since each edge is only known by one node.

Finally, let us consider the case where each edge information is known by either one or both incident nodes. We say the time discrepancy information on an edge is singleton if it is known by just one node. We provide an achievable scheme in Algorithm 1. It trivially sends singletons to the master, and removes the corresponding edges. Call the remaining graph $\mathcal{H}$. Then it solves the remaining desired dimensions on graph $\mathcal{H}$ as in Lemma 2. The following lemma is straightforward from the algorithm.

Lemma 6. Let $m$ be the number of singletons. Let $n$ be the number of connected components of $\mathcal{H}$. Algorithm 1 achieves the communication cost of $C C=|\mathcal{V}|-n+m$.

Algorithm 1 is optimal for certain cases. For example, in Figure 1 , let $\mathcal{E}(A)=\{A B, C A\}, \mathcal{E}(B)=\{B D, B C\}, \mathcal{E}(C)=$ $\{C A\}, \mathcal{E}(D)=\{D A, B D\}$. There are $m=3$ singletons, i.e., $l_{A B}, l_{D A}, l_{B C}$. After removing the singleton edges, the graph $\mathcal{H}$ consists of all the 4 nodes but only 2 edges $C A$ and $B D$. Then $\mathcal{H}$ contains $n=2$ connected components, such that the first component contains Nodes $A, C$, and the second component contains Nodes $B, D$. The communication cost of Algorithm 1 is $C C=|\mathcal{V}|-n+$ $m=5$. On the other hand, set $\mathcal{U}=\{A, C\}$ and $\mathcal{U}=\{B, D\}$ in
(24),

$$
\begin{align*}
& A B \quad C A \\
& \mathbf{X}_{\mathcal{E}(\{A, C\})}^{\prime}=\begin{array}{c}
A \\
B \\
C \\
D
\end{array}\left(\begin{array}{cc}
1 & -1 \\
-1 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right),  \tag{27}\\
& B C \quad B D \quad D A \\
& \mathbf{X}_{\mathcal{E}(\{B, D\})}^{\prime}=\begin{array}{c}
A \\
B \\
C \\
D
\end{array}\left(\begin{array}{ccc}
0 & 0 & -1 \\
1 & 1 & 0 \\
-1 & 0 & 0 \\
0 & -1 & 1
\end{array}\right) . \tag{28}
\end{align*}
$$

We obtain the lower bound

$$
\begin{align*}
C C_{A}+C C_{C} & \geq \operatorname{rank}\left(\mathbf{X}_{\mathcal{E}(\{A, C\})}^{\prime}\right)=2,  \tag{29}\\
C C_{B}+C C_{D} & \geq \operatorname{rank}\left(\mathbf{X}_{\mathcal{E}(\{B, D\}))}^{\prime}\right)=3,  \tag{30}\\
C C & \geq \min \sum_{U \in \mathcal{V}} C C_{U} \geq 5 . \tag{31}
\end{align*}
$$

Therefore, the algorithm gives the optimal communication cost in the example. In general, we have the following sufficient condition for Algorithm 1 to be optimal.

Theorem 3. Algorithm 1 is optimal under the following condition: $\mathcal{H}$ contains $n \geq 2$ connected components, each component has more than 1 nodes, every singleton edge is between different components, and singleton edges known by distinct nodes in one component are not connected.

Proof. We show that the cut-set bound matches the communication cost in Lemma 6. Let $\mathcal{V}_{i}, \mathcal{E}_{i}$ be the nodes and edges in the $i$-th connected component of $\mathcal{H}$, and $\mathcal{E}_{i}^{\prime}$ the singleton edges known by $\mathcal{V}_{i}, 1 \leq i \leq n$. Then, the set of edges known by the $i$-th component is $\mathcal{E}\left(\mathcal{V}_{i}\right)=\mathcal{E}_{i} \cup \mathcal{E}_{i}^{\prime}$. Consider $\mathbf{X}_{\mathcal{E}\left(\mathcal{V}_{i}\right)}^{\prime}$,

$$
\mathbf{X}_{\mathcal{E}\left(\mathcal{V}_{i}\right)}^{\prime}=\begin{align*}
& \mathcal{V}_{i}  \tag{32}\\
& \mathcal{V} \backslash \mathcal{V}_{i}
\end{align*}\left(\begin{array}{cc}
\mathcal{E}_{i} & \mathcal{E}_{i}^{\prime} \\
\mathbf{X}_{1} & * \\
\mathbf{0} & \mathbf{X}_{2}
\end{array}\right)
$$

where we list rows (nodes) in the $i$-th component on the top. The matrix $*$ is not of interest. Matrix $\mathbf{X}_{1}$ is the matrix $\mathbf{X}^{\prime}$ as in (8) for the graph $\left(\mathcal{V}_{i}, \mathcal{E}_{i}\right)$, whose rank is $\operatorname{rank}\left(\mathbf{X}_{1}\right)=$ $\left|\mathcal{V}_{i}\right|-1$. Matrix $\mathbf{X}_{2}$ corresponds to the singletons known by the $i$-th component. Due to the given condition on the singletons in the theorem, the subgraph induced by edges $\mathcal{E}_{i}^{\prime}$ is simply several disconnected star graphs (one center node connected to the other nodes), where nodes in the $i$-th component are the centers. Hence, it can be seen that $\mathbf{X}_{2}$ is a diagonal block matrix, and every block corresponds to one star. Since $\mathbf{X}_{2}$ does not include the rows corresponding to the center nodes in $\mathcal{V}_{i}$, by (22) each block is full rank, which is equal to the number of vertices in the star minus 1 , or the number of edges. Overall, the diagonal block matrix satisfies $\operatorname{rank}\left(\mathbf{X}_{2}\right)=\left|\mathcal{E}_{i}^{\prime}\right|$.

Therefore, the cut-set bound gives

$$
\begin{gather*}
\sum_{U \in \mathcal{V}_{i}} C C_{U} \geq \operatorname{rank}\left(\mathbf{X}_{\mathcal{E}\left(\mathcal{V}_{i}\right)}^{\prime}\right)  \tag{33}\\
=\operatorname{rank}\left(\mathbf{X}_{1}\right)+\operatorname{rank}\left(\mathbf{X}_{2}\right)=\left|\mathcal{V}_{i}\right|-1+\left|\mathcal{E}_{i}^{\prime}\right|,  \tag{34}\\
C C \geq \min \sum_{U \in \mathcal{V}} C C_{U}=\min \sum_{i=1}^{n} \sum_{U \in \mathcal{V}_{i}} C C_{U}  \tag{35}\\
\geq \sum_{i=1}^{n}\left(\left|\mathcal{V}_{i}\right|-1+\left|\mathcal{E}_{i}^{\prime}\right|\right)=|\mathcal{V}|-n+m . \tag{36}
\end{gather*}
$$

The proof is completed.

## IV. DISCUSSION

Besides the clock synchronization, the idea of this work may have other applications. For example, given pairwise evaluations by customers for how much more one item is worth than another, our method can give a communicationefficient global evaluation of all values, subject to minimum norm perturbation.
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